


Economic
Assessment
Service

THE ECONOMICS OF
GAS FROM COAL

A report by
Economic Assessment Service
established under the auspices of the EAS Report E2/80
INTERNATIONAL r NERGY AGENCY January 1983



L, Rl W ——

.'_ml*ﬁ""""”w-.#‘ - - .
' Cps e Sl T il el SR, e o N B B0y

6. - :
Py | AN
: g

COAL RESEARCH

ECONOMIC ASSESSMENT SERVICE
Head of Service — A. Baker

THE ECONOMICS OF
GAS FROM COAL
by
M. Teper
D. F. Hemming
W. C. Ulrich

14/15 Lower Grosvenor Place,
London SW1W OEX
England

Telephone: London 828 4661
Telex: 917624

EAS Report £2/80
January 1983

I AR 2 e




e e . S i

e o

This Report has been produced by the Economic Assessment Service (EAS) of IEA
Coal Research.

The expansion of coal as an energy source wiil require a change in the paiiern cf
coal production, transport and utilisation. This was the reason for the establishment
of EAS in 1975. Its purpose is to pursue economic studies that support the
developmenrt of the international coal industrv, and to help in identifying areas in
which new res.:arch projects should be undertaken. It is one of the four projects
that make up IEA Coal Research, together with the Technical Information Service,
the World Coal Resources and Reserves Data Bank, and the Mining Technolcgy
Clearing House. IEA Coal Research was set vz in 1975 under the auspices of the
International Energy Agency {IEA) which had itself been founded in 1974 by
member countries of the Organisation for Economic Cooperation and Development
{OECD).

EAS is supported by twelve countries: Australia, Canada, Denmark, the Federal
Republic of Germany, Ireland, Italy, Japan, the Netherlands, Spain, Sweden, the
United Kingdom and the United States of America.

This report is based on an EAS survey and analysis of published literature, and on
information gathered in discussions with interested organisations and individuals.
Their assistance is gratefully acknowledged. It should ta understood that the views
expressed in this report are our own, and are not necessarily shared by those who
supplied the information, nor by our member countries. Any queries or comments
should be addressed to the first-namer author.

ISBN 92-9029-072-2
Cepyright ® |EA Coal Research 1982

Neither the Economic Assessment Service ror any of their employees nor any supporting country or

organisation, nor any employee or contractor of IEA Coal Research, makes any warranty, expressed or
implied, or assumes any legal liability or responsibility for the accuracy, completeness or usefulness of
any information, apparatus, product or process disclosed, or represents that its use would not infringe
privately-owned right's.




- WA - PRI et il W S Ty RN, e U
.

o d e 'ﬂxﬁsoﬁ-m * ;

ACKNOWLEDGEMENTS

The analysis in this report was carried out using a modification of the Discounted
Cash Flow program developed at the Oak Ridge National Laboratory by Royes
Salmon.

The data presented on the Texaco process have been derived from process yield
data obtair.ed using a development of the ARACHNE computer model of the
National Coal Board (UK), with assistance from Peter van Cooten of Dutch State
Mines (DSM).

The data presented on the British Gas, Exxon Catalytic and Shell Coal Gasification
processes have been derived from information supplied by the relevant process
developers.

Many other organisations and individuals have helped us during the preparation of
this report and we thank all the above organisations and individuals for their
assistance. However the Economic Assessment Service is responsible for the
accuracy of calculations produced from the data supplied and for any interpretations
made from them.

IEENFEEY L, = O AR ST T et




& ey " gl e =R M‘"’?. pEw W Py

CONTENTS

SUMMARY

INTRODUCTION

1.1 PURPOSE AND STRUCTURE OF REPORT
1.2 GASIFICATION PROCESSES

METHODOLOGY

2.1 DATA SOURCES

2.2 CONVENTIONS

2.3 PROCESS PERFORMANCE AND CAPITAL COST DATA:
SOME UNCERTAINTIES

THE COST OF GAS FROM COAL

31 GENERAL IMPLICATIONS
3.1.1 Representative coal prices
3.1.2 North American SNG costs
3.1.3 European and Japanese SNG costs
3.1.4 MCG costs

3.2 EFFECT OF COAL TYPE

3.3 BY-PRODUCT VALUES

34 EFFECT OF SCALE

3.5 EFFECT OF LOAD-FACTOR

3.6 CAPITAL COST ESCALATION

3.7 EFFECT OF DCF RATE-OF-RETURN

COMPARATIVE PROCESS ECONOMICS

4.1 DRY-ASH LURGI PRGCESS

4.2 BRITISH GAS/LURGI PROCESS

4.3 EXXON CATALYTIC PROCESS

4.4 SHELL COAL PROCESS

4.5 TEXACO PROCESS

4.6 BCR BI-GAS AND IGT HYGAS PROCESSES

CONCLUSIONS

5.1 SNG PRODUCTION
5.2 MCG PRODUCTION
5.3 GENERAL CONCLUSIONS




o v AT TS - W "
B il - ’ _,_MV- 1

N T F L U T

CONTENTS (Cont’d)

APPENDICES

A PROCESS DESCRIPT(ONS AND STATUS
A1 PROCESS DESCRIPTIONS
A2 PROCESS STATUS

TECHNICAL DATA ON PROCESSES

CAPI{TAL COST DATA

CA1 METHODOLOGY
C.2 SNG PLANT COSTS
€3 MCG PLANT COSTS

OPERATING COST DATA

D.1 COAL CONSUMPTION AND COSTS

D.2  V'ATER CONSUMPTION AND COSTS

D.3  CATALYSTS AND CHEMICALS

D.4 OPERATING LABOUR

D.5  WORKING CAPiTAL AND START-UP COSTS

D.6 MAINTENANCE, INSURANCE, LOCAL TAXES AND
OVERHEADS

D.7 BY-PRODUCTS

TABULATION OF RESULTS
FORMULAE FOR DCF CALCULATIONS

BIBLIOGRAPHY




AP % W T GG W TR T Sy — g T T S ———— T S of. Yy W s =

s R e s R L
. : ‘s it 7 _

"

Comparative process economics — no-tax case
Comparative process economics — North American taxes
Processes examined

Summary of economic conventions

SNG costs using US DOE/GRI gas cost guidelines
Approximate gas cost breakdown in $/GJ
Representative coal prices 1980

Typical North American SNG costs

Typical European and Japanese SNG costs

Effect of coal type on dry-ash Lurgi SNG production
By-product values

Increase in capital costs at which gas cosis equal
dry-ash Lurgi

Dry-ash Lurgi gasifier performance

British Gas/Lurgi with combined shifYmethanation catalyst
British Gas/Lurgi gasifier performance

Exxon Catalytic process — catalyst recovery

Exxon Catalytic process — catalyst costs

Shell Coal process with combined shifymethanation catalyst

Texaco process for SNG - slurry concentration

HYGAS process — lower carbon conversion

Typical SNG costs

Typical MCG costs (3000 MWt — 250 x 10° BTU/SD;




- — .—Jn.ﬂr‘-.- e e el T " - Qh—ﬂ""—"'—"‘—
,p"‘""" P e R T e T R
Foope. : 2
o

-.—i I -.‘" .

FIGURES

iy

1. The cost of SNG from coal

2. The cost of MCG from coal —
(3000 MWt — 250 x 10° BTU/SD output)

The cost of MCG from coal —
{500 MW1 — 40 x 10° BTU/SD output)

I e

SNG costs relative to the dry-ash Lurgi process

g
&

g

MCG costs relative to the dry-ash Lurgi process —
(500 MWt — 40 x 10° BTU/SD output)

MCG costs as percentage of SNG costs for the

same size of plant and the same process

(Plant output: 3000 MWt — 250 x 10° BTU/SD)

MCG costs as percentage of SNG costs for the same process
(SNG plant output: 3000 MWt — 250 x 10° BTU/SD)

(MCG plant output: 500 MWt — 40 x 10° BTU/SD)

SNG costs relative to the dry-ash Lurgi process
— by-products at 1981 oil-related values

Etfect of scale on MCG costs -
500 MWt compared with 3000 MWt

Effect of load-factor on SNG costs
Effect of a real change in capital costs on SNG costs
Effect of a real change in capital costs on MCG cosis

Effect of DCF rate-of-return on SNG cost savings
rzlative to dry-ash Lurgi process

ol

Effect of DCF rate-of-return on MCG cost savings
refative to dry-ash Lurgi process

Effect of coal fines on the ecocnomirs of the drv-ash
Lurgi process for SNG

L R TNy ST

et

R IPT  TT

BTN L




R ——
T W — ——— — it

2V N W ‘*4'*‘“"”'**"

ACRONYMSE AND ABBREVIATIONS

American Gas Association
atmospheres absolute
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carbon monoxide
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Deutsche Mark

Dept. of Energy

Dutch State Mines

Economic Assessment Service
£nergy, Mines and Resources, Canada
Electric Power Research Institute
US Energy Research & Development Administration
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International Energy Agency
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ACRONYMS AND ABBREVIATIONS (cont'd)

MCG
MJ
MWe
MWt
NEDO
Nm?

PG & E
PJ

ppm
SCF

SCF/d
SD
SNG
SOYD
t

TJ

UK

\

us

$

¢
£

medium calorific value gas (10-16 MJ/Nm? or 250-400 BTU/SCF)
mega (10°) joules

megawatts electrical

megawatts thermal

National Economic Developrnent Office (UK)
normal cubic metres of gas measured at 0°C and
750 mm Hg absolute pressure.

Pacific Gas & Electric Compzany

Peta (10'®) joules

parts per million

standard cubic feet of gis measured at 60°F
and 760 mm Hg absolute pressure.

SCF per stream day

stream day

substitute natural gas

sum-of-years digits

metric tons

Tera (10'?) joules

United Kingdom

year

United States

US dollar

US cent

pound sterling

USEFUL CONVERSION FACTORS

1.0 metric ton (t)=2205 Ib=1.102 short tons

1 x 10° SCF=26800 Nm?

1 x 10 BTU=1.0546 GJ=252016 kcal

1 x 10° BTU/h=0.293 MW

1000 BTU/SCF=39.35 MJ/Nm3=9404 kcal/Nm3
1.0 $/GJ=1.0546 $/10° BTU=4.1847 $/10° kcal




0. SUMMARY

This report forms part of a study in the Economic Assessment Service (EAS) work
programme entitled “‘The Economics of Coal Conversion’. It deals with the
production of both substitute natural gas (SNG) and medium calorific value gas
(MCG) ~ (10-16 MJ/Nm? or 250-400 BTU/SCF). The following pr)cesses were selected
for evaluation, primarily on the basis of availability of data. A '=ter report will cover
more advanced gasification processes.

SNG production

e BCR BI-GAS (Entrained)

e  [itish Gas/Lurgi {Moving bed" - slagging)
®  Exxon Catalytic (Fluidized bed)

e |[CT HYGAS {Fluidizec bed)

e Lurgi (Moving bed' — dry ash)
e  Shell Coal (Entrained)

® Texaco (Entrained)

MCG production

®  British Gas/Lurgi {Moving bed' - siagging)
o Lurgi {(Moving bed' — dry ash)
®  Shell Coal (Entrained"
® Texaco (Entraineci)

Both SNG & MCG production were examined at the 3000 MWt (250 x 1(% BTU/SD)
level, and MCG was aiso evaluated at the 00 MWt (40 x 10°® BTU/SD) level and at
a load-factor of 0.85. The sensitivity of the results to changes in capital investment,
load factor, and by-product values was examined. A discounted cash-fiow analysis
was carried out to derive gas costs in %GJ2 The analysis was carried out in
constant mid-1979 dollars {no inflation) for a range of coal prices and DCF
rates-of-return. Two financial conventions were used: no-tax and no depreciation,
which is representative of Eurnpean public-sector investment; and 48% tax, 10%
investment tax-credit and accelerated depreciation, which represents typical North
American conditions. Some typical results are presented in Tables 1 & 2 for each
of the two financial conventions.

Gas costs have been calculated on the basis of mature technology, and wi!l be
substantially higher for ‘pioneer’ plants. Gas distribution costs have not been
examined in this report.

A significant conclusion is that for a given type of gas — SNG or MCG - the
choice of process (but not the absolute level of gas costs) is unaffected by most
economic parameters, such ac, DCF rate-of-return, debtequity ratio, taxatior,
load-factor and price of coal. This conclusion also holds for a given set of
by-product values. These conclusions will not hold, of course, if the make-up of gas
costs is very different, as for example, with in-situ gasificaticn. Obviously, as will be
discussed below, the type of coal available does have a significant impact on the
choice of process. Our unpublished work suggests that the differences in the cost
of constructing large SNG plants on a normal site in the member cou: iries are

1 Also known as fixed bed - the coal moves slowly down the gasifier.
2 $1 /GJ=$1.05/10° BTU=5.3 pence/therm ($2.0=£1)=8.4 DM/Gcal (DM 2 0-$1).



generally less than the uncertainty in the capital cost in any one country. Hence,
we conclude that, ir general, the choice of gasification process is very largely
independent of whichever country one is considering. International co-operation in
this field is, therefore, likely to be of mutual benefit to all the countries concerned.

There is a close relationship between gasifier process parameters, such as carbon
conversion, oxygen and steam consumption, and the cost of the plant. Changes in
these parameters will generally have a much greater effect on total plant costs than
changes in the process equipment itself. Hence, the use of contingency factors as
large as 100% on the cost ot gasifiers, may not be enough to account for likely
changes in process parameters. It follows that the comparisons are sensitive to
changes in these process parameters.

A further uncertainty is that the technologies are at different stages along the path
from conceptual design to commercial reality. Thus, one might expect that the costs
of the various processes could increase to different levels by the time they are fully
developed. There is no easy way to overcome this difficulty by numerical analysis,
though we believe that the data presented in this report are neither optimistic nor
pessimistic.

The comparisons made in this report are based on capital costs derived from
estimates given by the organisations responsibie for the designs. We do not think
that their accuracy is better than *=30% and this level of accuracy must be

cc’ ‘dered in relation to our conclusions.

The results given in this report are therefore tentative; more definite conclusions

would require data derived from the actual performance of large plant, and this will
take some time to become available.

SNG production

e Large SNG plants cost in the range $1.3 - 1.8 x 10° (in 1979 $) excluding
interest during construction and escalation.

Usirnig representative coal prices and financial conventions we obtain typical
SNG costs as follows:

SNG costs ($/GJ)

DCF rate-of-return 5% 10%
North American'

Western coal at $0.5/G. 3.7-53 53-7.9
Bituminous coal at $1.5/GJ 54-7.2 7.0-9.8
Europe & Japan?

W German lignite at $0.9/GJ 41-5.6 51-7.2
Imported coal at $2/GJ 57-7.7 6.7-9.6
Imported coal at $3/GJ 7.3-9.6 83-11.2
Notes:

1 Using ‘North American’ financial coriventions
2 Using ’'no-tax’ financial conventions




The above data show that the cost of SNG from Wester.. US coal is
comparable with Mexican and Canadian imports of natural gas into the US at
about $5/GJ. Similarly SNG from W German lignite is broadly competitive with
Algerian ($6/GJ) or Russian gas ($5/GJ) imported into Europe. This assumes that
this type of coal can be gasified at about the same cost as western US coal
SNG produced from eastern US coal, or from relatively cheap imported coal
into Europe or Japan, is only competitive under the most favourable of

conditions, such as very low rates-of-return.

We cannot see any major cost break-throughs with the processes considered.
We do not entirely rule out the possibility that some cther process might offer
the chance of greater savings, though such a process would be at a
comparatively early stage of development.

The British Gas/Lurgi process has a cost advantage of about 20% compared
with dry-ash Lurgi on Eastern US coal. This cost advantage is close to

the difference between Eastern and Western (sub-bituminous) coal with dry-ash
Lurgi. The Eastern coal is a poor one for dry-ash Lurgi as it has a low ash
melting point and is relatively unreactive. We would therefore expect other
coals to lie between the Eastern and Western gas costs and to somewhat
reduce the potential improvement from the British Gas/Lurgi process. On the
other hand, the British CGas/Lurgi process is likely to be more flexible than
dry-ash Lurgi in terms of coal type and size distribution. Both the British
Gas/Lurgi and dry-ash Lurgi processes appear attractive for SNG production.

The Ex> on Catalytic process appears to have only marginally superior

econom cs compared with dry-ash Lurgi. While we think that Exxon are
conservative in their estimates (though we kave eliminated a good aeal of this},
we do not see ar.y major cost break-through with this process. We stress,
however, that our information on this process is limited and that our
conclusion is necessarily tentative. This process is at an earlier state of
development compared with the others examined in this report.

The Exxon Catalytic process is sensitive to the level of recovery of the catalyst
used. Our analysis suggests that catalyst recoveries in excess of 70% are
required. While this level of recovery has been obtained in the pilot plant it
will require demonstration on a continuous large-scale basis.

The Shell Coal process (with HCM combined shift/methanation catalyst) is only
marginally superior to the dry-ash Lurgi process for SNG production. We do
not think that this process is under serious consideration for SNG production.
We think that the economics of the process are likely to be relatively
insensitive to changes in coal type ana size distribution.

The Texaco process for SNG production, even at 65% slurry conceniration, has
inferior economics in relation to dry-ash Lurgi. We do not think t at this
process is under serious consideration for SNG production.

The economics of the Texaco process are profoundly affected by the
concentration of the feed coal-slurry. We do not have any information as to
whether high (65%) concentrations can be maintained on a continuous basis for
all types of coal.




e While our analysis shows both T-GAS and HYGAS as attractive on Eastern
coal, the achieved performance of these processes falls far short of the
estimates we have used. Thus, BI-GAS has never operated on the Eastern coal
and has inferior economics relative to dry-ash Lurgi on the Western coal, on
which it has operated. At the achieved carbon conversion of 80% the
economics of the HYGAS process show no improvemen! over dry-ash Lurgi.

® The broad effect of valuing by-products at oil-related, as opposed to the more
conservative coal-related prices used in the data presented above, is to imp-ave
the economics of dry-ash Lurgi and British Gas/iurgi relative to the other
processes. The economics of British Gas/Lurgi process are improved by about
16%. This is the maximum change and is not enough to modify our
conclusions about the competitiveness of SNG. Moreover, we have not
considered any upgrading costs. We doubt whether these higher by-product
prices can actually be achieved, in the context of several, large SNG complexes
located in many cases well away from potential by-product markets.

® While the precise amount of fines that dry-ash Lurgi gz-ifiers can handie is
uncertain, under most conditions the use of run-of-mine coal is unlikely to
significantly affect the econornics of ihis process for SNG, provided any excess
fines can be sold for mcre than half the value of the feed coa! with $1/GJ coal
or three-quarters with $3/GJ coal.

It should be emphasised that the conclusicns above are based on published data
available to EAS at the time of writing. Howevei this is a parametric study, and it
should be possible (using data given in the Appendices), to modify these results to
accommodate nev:er information published at some later date.

Medium r2'arific value gas (MCG) production

We assume thut highly reliable, and hence multi-stream, stand-alone piant will be
required if centrally manufactured MCG is to be substituted for oil or natural gas.
We also assume that CO-containing fuel gas can be Cistributed through local
networks. This gas is not suitable for distribution to domestic consumers. Removal
of CO for this purpose will give higher gas costs, comparatively close to those
quoted for SNG

® lLarge MCG plants (3000 MWt - 250 x 10° ETU/SD) cost in the range
$0.7 - 1.2 x 10® (in 1979 §' This excludes interest during construction and
escalation. Using representative coa! prices and financiai conventions we obtain
typical MCG costs as foliows:
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MCG costs ($/GJ)
DCF rate-of-return 5% 10%

North America’
Coal®at$0.5/GJ 21-3.4 3.0-48
Coal®at$1.5/GJ 35-49 43-6.4

Europe & Japan?
Coal®at$0.9/GJ 26-3.7 3.1-46
Imported coal® at $2/GJ 39-54 45-6.3 _
Imported coal® at $3/GJ 5.2-7.0 57-7.8 he

Notes:

Using ‘North American’ financial conventions — see Sectian 2.2
Using ‘no-tax’ financial conventions - see Section 2.2
lllinois No.6-type coal

WK =

e While the economics are attractive, we think that relatively few 3000 MWt
(250 x 10° BTU/SD) MCG plants are likely to be built — though obviously both
the Ruhr and the US Gulf Coast areas are feasible locations. We consider a
500 MWt (40 x 10° BTU/SD) plant as much more likely at this stage of
development. Obviously, modest increases or decreases in scale will not
invalidate our conclusions. For a 500 MWt (40 x 10° BTU/SD) MCG plant
investments are $300 x 10° for dry-ash Lurgi and about $170 - 230 x 10° for
British Gas/Lurgi, Shell Coal and Texaco processes (all in 1979 $). On a ‘no tax’
basis, with coal delivered' at $2/GJ, and 10% DCF rate-of-return, gas costs are
$8.3/GJ and $5.6 - 6.8/GJ respectiveiy. Corresponding ‘North American’ with-tax
costs are $9.6/GJ and $6.3 - 7.9/GJ. A further consideration is that a 10% DCF
rate-of-return may not be acceptable for industrial {as opposed to utility)
ventures in all the member countries. The parameter does have a serious
impact on gas costs.

® There are no cost savings for a 500 MWt {40 x 10° BTU/SD) dry-ash Lurgi

MCG plant compared with a 3000 MWt (250 x 10° BTU/SD) SNG plant. The
advantages of scale with the 3000 MWt SNG plant almost exactly balance the
capital cost savihgs and higher thermal efficiency with the simpler MCG plant.
We conclude that dry-ash Lurgi does not look attractive for MCG production in
countries with an existing gas distributicn network and large demands for gas
- sufiicient to support the size of SNG plant outlined above.

e By contrast, British Gas/Lurgi, Shell Coal and Texaco (65% slurry} look

attractive, even at the 500 MWt (40 x 10° BTU/SD) scale. The Texaco Process
shows gas costs about 20% higher than British Gas/Lurgi or Shell Coal, which
both nhave similar gas costs. All three processes are competitive with gas-oil or
No. 2 heating oil at about $7/GJ (end-1981), in Europe, North America or
Japan.

1 These plants are less likely t» be located at the minemouth and hence delivered coal costs should be
considered.
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General conclusions

The effect of decreasing the MCG plant size from 3000 MWt to 500 MWt (250
to 40 x 10° BTU/SD) is to increase gas costs by between 30 and 40%,
depending on the particular process, for $1/GJ coal at 10% DCF rate-of-return.
With $3/GJ coal these increases are abcut halved, though obviously starting
from a higher base-level. This suggests that there are significant benefits of
scale where coal is relatively cheap. These berefits are much less significant,
however, with high-priced coal. We would expect much the same effect with
SNG plants.

At a 10% DCF rate-of-return capital costs form approximately 40-50% of total
gas costs. Coal costs at $1/GJ are about 25-30% of total costs. Clearly, the
most suitable coa! for gasification is a cheap one. In general terms, reactive
coal with low moisture and ash content are preferred. Low sulphur and high
oxygen also serve to reduce gas costs. Data on dry-ash Lurgi SNG plants (44)
suggest that a typical US lignite (38% moisture, 5% ash) is preferable to
sub-bituminous coal, which is in turn preferable to hituminous coal.

There are only small economic penalties for gasifying high sulphur and/or
oxygen coal with relatively low calorific value. Since the demand for these
types of coal for power generation may well be limited, this could have
significant implications for world trade in coal.




Table1 Comparative process economics—no-taxcase
Basis: Eastern U.S. high-sulphurbituminous coal except where indicated.
0.85 load factor. All data rounded. 10% DCF rate-of-return.

‘No-tax’, depreciation, inflation.

By-products burnt®. Electric power self-generated.

Overall
Capital Coal thermal Gas cost ($/GJ)withcoalat
Process cost feed efficiency
($x10°)" (10°a) (%)*®  $1GJ “2GJ  $3/GJ

3000 MWt — 250 x 10° BTU/SD SNG plant
Dry-ash Lurgi:

Eastern coal 1700 5.42 53(55) 6.6 8.6 10.5

Western coal 1350 6.0* 67(70) 5.2 6.7 8.3
British Gas/Lurgi 1300 45° 63(67) 5.2 6.9 8.5

{with HCM)
Exxon Catalytic 1550 4.6 62(62) 6.3 7.9 9.6
Shell Coal 1700 5.12 59(59) 6.9 8.6 10.6

{with HCM)
Texaco (65% slurry) 2050 5.32 56(56) 7.3 9.3 11.2
3000 MWt —250 x 10° BTU/SD MCG plant
Dry-ash Lurgi 1200 4.4°  66(68) a8 6.3 7.9
British Gas/Lurgi 700  3.6°  80(83) 3.2 a4 5.7
Shell Coal 190 3.6° 79(79) 32 4.5 7.0
Texaco 1000 393 73(73) 4.1 5.6 7.0
500 MWt —40 x 10° BTU/SD MCG plant
Dry-ash Lurgi 300 0.73 66(68) 6.7 8.3 9.8
British Gas/Lurgi 180 0.6°  80(83) a5 5.8 7.0
Shell Coal 160 0.6° 79(79) 4.2 55 6.9
Texaco 230 0.6° 73(73) 5.4 6.8 8.2
Notes:

1. Includes contingency, engineering, process royalties, working capital, start-up costs, and initial catalysts and

chemicals. Excludes interest during constructior: Mid-1979§.

Pittsburgh No. 8 seam coal. As received biisis. Se.e Table B1 for coal analysis.
Illinois No. 6 coal. As received basis. See 1.ble 31 for coal anaiysis.
Montana sub-bituminnus coal. As received basis. See Table B1 for coal analysis.
Defined as heatin cold gas/heat in total coal feed. Higher heating values used.

onpwn

Data in brackets relate 10 export of by-products.




Table2 Comparative process economics—North Americantaxes
Basis: Eastern U.S. high-sulphur bituminous coal except where indicated.

0.85 load factor. All data rounded. 10% DCF rate-of-return.

48% tax, 10% investment tax credit, SOYD depreciation. No inflation.

By-products burnt®, El~ctric power self-generated.

Overall
Capital Coal thermal Gas cost ($/GJ)withcoalat
Process cost feed efficiency
($x10°)' (10°va) (%)*® $0.5/GJ $1/GJ  $2/GJ

3000 MWt — 250 x 10° BTU/SD SNG plant
Dry-ash Lurgi:

Eastern coal 1700 5.42 53(55) 6.8 7.8 9.8

Western coal 1350 6.0* 67(70) 5.4 6.2 7.8
British Gas/Lurgi 1300 4.5° 63(67) 53 6.2 7.8

{with HCM)
Exxon Catalytic 1550 4.6° 62(62) 6.6 7.4 9.1
Shell Coai 1700 5,12 59(59) 7.3 7.6 9.4
{(with HCM)

Texaco (65% slurry) 2050 5.32 56(56) 6.7 8.8 10.8
3000 MWt — 250 x 10° BTU/SD MCG plant
Dry-ash Lurgi 1200 4.43 66(68) 4.8 5.6 7.2
Britisli Gas/Lurgi 700 3.6° 80(83) 3.0 3.6 5.0
Shell Coal 700 3.6° 79(79) 3.0 3.7 5.0
Texaco 1000 3.9° 73(73) 4.2 49 6.3
500 MWt —40 x 10° BTU/SD MCG plant
Dry-ash Lurgi 300 0.73 66(58) 72 8.0 9.6
British Gas/Lurgi 180 0.6° 80(83) 4.6 5.2 6.6
Shell Coal 160 0.67 79(79) 4.3 5.0 6.3
Texaco 230 0.6° 73(73) 5.1 6.4 7.9
Notes:

1. Includes contingency, engineering, process royalties, working capital, start-up costs, and initial catalysts and

chemicals. Excludes interest during construction. Mid-1979 $.
Pittsburgh No. 8 seam coal. As received basis. See Table B1 for coal analysis.
lllinois No. 6 coal. As received basis. See Table B1 for coal analysis.

Defined as heat in cold gas/heat in total coal feed. Higher heating values used.
Data in brackets relate to export of by-products.

arpwn

Montana sub-bituminous coal. As received basis. See Table B1 for coal analysis.
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INTRODUCTION
1.1 PURPOSE AND STRUCTURE OF REPORT

In its programme on the economics of coal conversion technology, the Economic
Assessment Service (EAS) has completed a study on economic and technical criteria
(1-4) and has issued reports on the eccnomics of power generation {5,6). This
report covers a study on the economics of coal gasification.

We have attempted to answer the following basic questions:

® What does gas from coal cost and what affects this cost?

e How do different approaches and processes compare?

® How near to competitive cost-levels is present-day technology?

The first requirement in answering these questions is reasonable process
performance and cost data. Performance data for the processes were given in an
earlier EAS report (2) and are summarised in Appendix B. Appendix A contains
details of the status of each of the processes together with simplified process
descriptions. This information is also derived from Reference (2).

However, given that performance and cost data for processes in the development
stage are somewhat speculative, it would be unwise to use the results of a single
analysis to represent the ultimate performance of a particular process. Consequently,
a significant part of this report comprises a sensitivity analysis of the end-results to
such parameters as increases in investment and change in load factor.

A considerable part of this report deals with the estimation of capital costs. The
methodology used and the capital cost data obtained are presented in Appendix C.
Appendix D covers all the other cost items which must be calculated in order to
carry out a full economic analysis.

Very few of the reports we have used to estimate capital costs specifically address
environmental concerns. Thus, in general, we do not have comprehensive data on
plant effluents. We have included non-regenerable flue-gas desulphurisation for the
boiler plant, biological oxidation of agueous effluent and sulphur recovery pilant
tail-gas treatment. Ash is dewatered before being returned to land-fill. Zero water
discharge has been used as the design basis. In a separate report (7), EAS have
considered the environmental aspects of liquid effluents from coal gasification
plants. EAS are currently examining solid wastes, including those from coal
gasification plants.

Section 2 describes the methodology used to calculate costs of gas from the
various processes. As several of the processes are at the development stage,
estimates of capital costs are subject to considerable uncertainty and the way this
is dealt with is also discussed. Finally, the detailed economic conventions used are
summarised.

An analysis of the performance and cost data used to derive the product gas cost
is presented in Section 3. The evaluation has been carried out for a number of




different coal prices, rates-of-return, and taxation regimes. A complete set of results
is given in Appendix E. In Section 3 the sensitivity of the results to hy-product
values, size of plant, load-factor, capital cost, coai type (rank and suiphur conteit),
and rate-of-return is also investigated. In Section 4 the relative merits of each of
the gasification processes are considered. Our conclusions are preseated in

Section 5.

1.2 GASIFICATION PROCESSES
Serious interest in gasification processes is essentially confined to the following:

(a) Air-blown systems producing a low-calorific value gas (5-7 MJ/Nm? or
120-180 BTU/SCF) for:

Electricity generation in a gas/steam combined-cycle plant
Local use as a fuel gas

Oxygen-blown systems producing a medium-calorific valu
(10-16 MJ/Nm? or 250-400 BTU/SCF) for:

Electricity generation in a gas/steam combined cycle plant
Chemical synthesis

Local use as a fuel gas

Manufacture of substitute natural gas (SNG)

Systems generating electricity are covered in a separate report (6) while the
production and use of synthesis gas forms the subject of future studies by EAS.

Air-blown systems providing fuel gas are covered elsewhere (8) and thus this report
is confined to oxygen-blown systems producing either a medium-calorific value gas
{MCG) for local distribution at pressures above 17 atm or substitute natural gas
(SNG) at 70 atm. The essential difference between these two systems is that SNG
requires at least partial conversion of CO to H,, complete (as opposed to partial)
CO, removal and methanation.

The basis employed for considering a process was as follows:

{a) A process must be technically far enough advanced to have a reasonatle
chance of becoming commercially available before, say, the end of the
century.

Each process chosen should be undergoing development in plants of
sufficient size that data are available which adequately describe the

process technically, even if commercial-scale experience is inevitably
lacking.

(c) Processes chosen must be suitable for large scale applications.
Insufficient data are available at the time of writing this report on the

high-temperature Winkler, COGAS (fluidized-bed}, and Saarberg-Otto (entrained)
processes to permit adequate evaluation.
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Representative processes selected for evaluation are shown in the following table:

Table 3 Processes examined

SNG production (3000 MWt — 250 x 10° BTU/SD output)

BCR BI-GAS' {Entrained)

British Gas/Lurgi {Moving bed - slagging)
Exxon Catalytic {Fluidized bed)

IGT HYGAS' (Fluidized bed)

Lurgi {Moving bed — dry ash)
Shell Coal {Entrained)

Texaco (Entrained)

MCG production (500 & 3000 MWt — 40 & 250 x 10° BTU/SD output)

British Gas/Lurgi {Moving bed - slagging)
Lurgi {Moving bed — dry ash)
Shell Coal {Entraired)

Texaco {Entrained)

Note:

1 In view of the current status of these processes they have been excluded from the graphs and tables
included in the body of this report. They are discussed in Section 4.6 while full detsils are included in
the appendices.

The basis for selecting the plant sizes was:

(a) 3000 MWt? {250 x 10° BTU/SD) is the output size commonly used in US
evaluations of SNG. This is sufficient to generate about 1000 MWe of

power.

(b) 500 MWt2 (40 x 10° BTU/SD) must be considered a substantial output for
a MCG plant. This is discussed further in Section 3.1.2.

it should be noted that metric tons have been used throughout. We have not
considered gas distribution costs in this report.

2~ The precise sizes selected were 250 x 10° BTU/SD and 500 MWt.
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2. METHODOLOGY

In this chapter the approach we have adopted towards gasification is presented. The
sources of our data are briefly reviewed, together with the conventions employed.

2.1 DATA SOURCES

In any estimation of product energy costs the following can be regarded as
essential steps:

determination of yield data for the pro-zess
development of plant design data for the process — 1
estimation of capital costs

estimation of operating data such as coal and utilities consumption, manpower,
etc.

® economic analysis using input variables such as coal and labeour costs,
rate-of-return on investment, etc.

QOur Report on ""Economic and Technical Criteria for Coal Utilisation Plant” (1-4) has
examined the question of yield data. The detailed plant design is based not only on
this yield data but also on other factors, such as the design methods, the desired

balance between operating and capital costs, and site-specific considerations (such
as coal and water quality and cost and availability of land). :

The estimation of capital costs is not an exact science. It is subject to considerable
error unless the project is well defined, which almost invariably implies focussing L
on a specific site and & specific coal. Since the aim of EAS is to compare general o
energy costs in member countries, such a detailed approach is inappropriate.

Moreover, data on such a well defined basis are not generally available for T’;

gasification plants. ::
L o

We make the general assumption that the plant will not be the first of its type or 1l

size (Exxon’s “pioneer’ plant (9)) and that its process design parameters are well
established. For MCG we have tried to ensure that the plant is representative of the E
stand-alone, highly reliable complex that would be required if centrally manufactured -4
MCG replaces oil. '

Allen and Page (10) have attempted to quantify the uncertainties arising from the
above considerations. They suggest that factored or preliminary estimates of capital
costs (see their definitions) could be expected to have an accuracy of about

+20 - 30%. The bulk of the published literature, ie the data available to EAS, falls
into these categories and has this level of accuracy (at best). It follows that we can
expect (and do find) large differences between estimates even for the same type of
plant with the same gasifier design. This is shown in Table D1, for example. Given
that differences between the capital costs of gasification projects do not generally
exceed this range, the implication is that a direct comparison of different processes
using very different sources is unlikely to be particularty fruitful. For this reason a
somewhat different approach has been adopted.

For SNG processes the work by Braun (11,12) for the US ERDA/DOE & AGA/GRI
represents the most comprehensive and comparable data available. Braun (9,10)

- SN Ll
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looked at six different gasification processes and two different coals — a Western
US (Montana) sub-bituminous coal and an Eastern US (Pittsburgh seam No. 8)
high-sulphur bituminous coal. These reports provided much of the basic yield and
investment data particularly for the dry-ash Lurgi, BI-GAS and HYGAS proresses.
These data have been modified substantially, as outlined in Appendix B, and in
particular reconciled with that presented by Mobil (with a substantial contribution
by Lurgi) to the US DOE {13). The effect of different types of coal on gas costs is
discussed in Section 4 of this report.

The work by Fluor {14-17) for EPRI looked at several medium & low-calorific value
gasification processes' and one type of Eastern US high-sulphur bituminous coal —
llinois No. 6'. This set of reports provided the starting basis for the EAS work on
MCG gasification processes, in particular the dry—ash Lurgi and Texaco processes.

Yield data on the British Gas/Lurgi process were supplied by British Gas. These
data do not include the re—injection through the tuyeres of by-product tars, oils or
phenols. The yield data on both the Shell Coal and Texacc processes were obtained
using a development of the National Coal Board’s ARACHNE equilibrium model (18).
This mode! was validated against the DSM equilibrium model (19) and data from
Braun (20), Fluor (15) and Shell (21). We also had some published information on
Texaco’s own modeiling work (22). The above yield data were used to modify the
Braun and Fluor data on SNG and MCG respectively. In addition, Shell supplied
information on investment and utilities for their process while data presented by
Cunoco (23) were used to develop the investment cost for British Gas/Lurgi.

The basic data on the Exxon Catalytic gasification process for SNG were obtained
from their reports to the US DOE (24,25) and from the work of Braun for GRI
(26). Again, we modified this information as far as possible to be in line with the
assumptions made in the earlier Braun reports.

Capital cost data of sufficient detail were only found in studies carried out in North
America, and our results are largely based on those data. However, we have
examined the differences between these and the few European cost estimates both
in the course of this study and in another unpublished EAS study. The data
support our view that the variations between the various member countries in the
cost of constructing large gasification plants are less than the uncertainity of the
capital cost estimates in any one country.

Data on the coals used and the assumed performance of the plants are given in
Appendix B.

2.2 CONVENTIONS

There is considerable variation in the way in which product energy costs are
calculated and which factors are included. The method employed in this work uses
a straight-forward discounted cash flow (DCF) analysis, applied to the real resource
costs of the plant, to calculate the levelised unit product price which will give an
overall net present value of zero at the chosen discount rate. (The ‘real resource

1 The particular lllinois No. § coal used in the Fluor studies does not differ significanily from the
Pittsburgh No. 8 coal - see Table b1.

13




costs’ are those that relate to physical requirements and to such matters as design,
as distinct from financial factors such as interest payments or taxes). In financial
terms this is equivalent to calculating that product price which would enable the
capital borrowed to finance plant construction to be paid back exactly (together with
associated interest payments) over the plant life. This procedure is exactly :
equivalent to calculating interest during construction {IDC) at the specified DCF
rate-of-return. This thereby eliminates the need to consider interest during
construction as a separate item.

The base case analysis uses real resource costs at constant value and therefore
excludes:

® 2all taxes or other nationai charges
® all inflation or escalation factors associated either with fuel cost or construction
® all variations associated with financing, for example the debtequity ratio.

For purposes of comparison we have also studied the effect of using typical North
Armerican financial rules including tax and investment tax credits with an accelerated
depreciation schedule.

All calculations have been done using a modification of the PRP computer program
developed at the Oak Ridge Wational Laboratory (27). The assumptions made are
summarised in Table 4, which is based on our previous work (1) with only a few
minor changes. Capital cost data used are given in App.ndix C and operating cost
data in Appendix D.

One difficulty arises when comparing product energy cosis derived from a real
resource analysis with those calculated by other methods. For example, how does
the DCF analysis relale to the straightforward annualised charge used in many
evaluations? This depends on the cash-flow profile over the project life, but an
approximate guide is given below:

Equivalent annualised
DCF rate of return (%) capital charge (%)

B !
10 15 TG
15 25 i1

Another way of examining these product energy costs is to compare them with
those derived using the joint US DOE and AGA/GRI Gas Cost Guidelines (9,10) E
utiiity financing method and this is presented in Table 5. t can be seen from this '
table that using the US DOE/GRI guidelines gives first year and constant gas costs
which closely approximate our ‘North American’ case with 10 and 5% DCF
rates-of-return respectively. Using the above guidelines, gas costs are within about
-6 and +15% of our 10% DCF 'no-tax’ case. The reader may wish to try to relate
the results of our conventions to those of other methods.
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Table4 Summary of economic conventions

discounted cash-flow basis
‘real’ prices and costs based on mid-1979$

° 100% equity basis and also 100% equity basis with
48% tax-rate and accelerated depreciation (SOYD)
and 10% investment tax credit

Rate-of-return

Technical considerations ° plant output: 500 MWt (40 x 10° BTU/SD) (MCG
only), 3000 MWt (250 x 10° BTU/SD)
] load factor: 0.85
] operation during first year: 50% of normal load
factor A
° project expenditure perind: 4 years
] expenditure during orr _ctexpenditure period:
year %
1 10
2 225
3 47.5
. 4 20
A3 ° project life (ie working life) 20years
| ° projectcontingency allowance 15%
s ‘ ° royaity 2.5%
Other variables ° working capital: 30 days’ feed and by-products,

receivables at Y12 annual product and by-product
revenue. Materials, supplies and spare parts at 1%
e oftotal plantinvestment
] start-up costs:
1 months’ coal, water, catalyst and chemicals plus
oneyear’s labour and ovegheads
o operating labour:
4-shift system at $30,400/shift-operator/year )
{which includes allowances for sickness, "
supervision and social security overheads)

° maintenance:
4% of investment (divided equally between fixed
i costs, ie labour, and variable costs, ie materials)
] insurance, local taxes and overheads:
- B 3% of investment
4 -
A Coal costs $1,2,3/GJ
(8 Costof water $0.20/m* ($0.76/1000 1JS gal)
‘| By-product values:
f-:' ' sulphur nil
; ammonia burnt (alsc $145/1)
“'-' 3 naphtha burnt{(also $8/GJ)
= other hydrocarbons burnt (also $5/GJ)
A 7 excess coal fines coal cost (see also Section4.1) i

surplus power $0.040/kWh (also $0.025/kWh)
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Table5 SNG costsusing US DOE/GRI gas cost guidelines

Basis: Eastern US high-sulphur coal at $1/GJ
3000 MWt - 250 x 10° BTU/SD dry-ash Lurgi gasifier

DCF Tax Gas
Reference Rate Rate Cost

5% - 0% $5.34/GJ
10% 0% $6.59/GJ

5% 48% $5.68/GJ
10% 48% $7.82/GJ

US DOE/GRI (Utility Financing)
Firstyear 9 $7.55/GJ
Constant 9 $6.12/GJ

Notes:

See Table 4 for assumptions. 100% equity financing. B5% Load factor.

10% investmenttax credit and accelerated depreciation.

10.5% return on rate-base.

See Reference (9). 75/25 debt/equity ratio.

90% Load Factor. The data presented are based on the same capital investment data as in our work. We have
also made the same assumptions about by-product values and labour costs.

23 PROCESS PERFORMANCE AND CAPITAL COST DATA: SOME
UNCERTAINTIES

The processes under comparison in this report are all at different points along the
path from concept to commercial reality. It i5, therefore, misleading to compare
them solely on the basis of costs derived from a single set of process yields.
Instead, their economic performance should be visualised as a range of gas costs
which may apply for any given coal cost. More developed processes can be
expected to have a narrow range while newer, more speculative processes will tend
to have larger ranges. In graphical terms, the single lines for each process shown
in all the Figures are in reality bands of differing widths.

The uncertainty in gasification economics is essentially about process performance,
whereas in power generation economics, for example, the process parameters are
essentially fixed and the questions are largely confined tc the cost of the plant.
Thus, an increase of 25% in the gasifier steam consumption for the Exxon Catalytic
process, for example, has the same effect on capital and gas costs as a 50%
increase in the cost of the gasification section. While an increase in steam
consumption of this magnitude is by no means unrealistic, it is hard to justify such
a large contingency In the gasifier costs.

It is apparent, therefore, that gas costs are essentially unaffected by modest
changes {(or contingency factors) ir the cost of the equipment. On the other hand,
similar changes in process parameters have a pervasive effect and can lead to large
changes in gas costs. This phenomenon must be recognised as a characteristic
feature of large gasification plants.




Thus a realistic range of economic uncertainty should be derived from examining a
range of process parameters reflecting development uncertainty. The difficulty with
applying this thorough sensitivity analysis is that it requires, as a minimum, detailed
information about heat and mass balances for all sections of the plant. In general,
this information is not given adequately in the quoted sources, and to generate it,
even approximately, from the information that is given is a long task requiring
various assumptions. We observe at this point that it seems highly desirable for the
sponsoring organisations to insist that contractors should give this detailed
information when they prepare a design, as a matter of course.

In the circumstances, we have not attempted to generate such ranges of economic
uncertainty for each process. Instead:-

(a) We invite the reader to visualise the single lines shown for each process as
bands and to note that even for relatively developed processes, like dry-ash
Lurgi, the width of the band is likely to be about £10%. Therefore, for a
process to be ccnsidered economically superior to another the lines have to be
separated by at least this margin. Moreover, one has to have good reason to
believe that this margin can be maintained over the likely range of performance
conditions.

(b} Section 4 has been devoted to a discussion of individual processes and their
relative economic merits. In this way suitable individual qualifications can be
made.

{c) In some cases dectailed sensitivity analysis seems essential. Typical examples are
the effect of processing coal fines on the dry-ash Lurgi process and the effect
of slurry concentration on the Texaco process. For such cases detailed process
analysis has been done and the effects are discussed in Section 4.

We hope therefore, by taking Sections 3 and 4 together, readers will obtain a
balanced picture of both overall and comparative process economics, and of some
of the uncertainties that ne:d to be resolved during development.

i In addition we have made the general assumption that the plant considered will not

' be first of its type or size, ie we are looking at a ‘mature’ plant and not a
‘pioneer’ one. This implies among other things that the costs of resezrch and
development will not be reflected in ihe economics of the plant.

It may be considered that this is an unfair or unrealistic assumption. It gives an
obvious advantage to less well-developed processes. These require a much higher
level of :zsearch and development funding than more developed processes.

17

~.,, H—u &‘rw

l ?L ".‘:5. h--"--c ﬂ‘; “‘Lﬂ' ‘j“'.' :




However, there are two distinct questions that should be asked:

{a) How economically advantageous is 3 new process compared with a more
developed one, assuming that development has been carried out and that the
research and development funding is a ‘sunk cost'?

(b) Following on from this, is the advantage enough to justify incurring the
projected research and development costs?

Our assumption is made in order to attempt to answer the first question. The
answer to the second question depends on the likely cost of the research and
development work needed to bring the new process to a suitable state for
commercial use — with all that this implies, and on general political considerations.
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3 THE COST OF GAS FROM COAL

. Gasification costs were calculated using the methodology described in Section 2,
! 3 capital cost data given in Appendix C and operating cost data contained in

! Appendix D. In the analysis the sensitivity of costs to variations in a number of

31 parameters was examined, including coal price and rate-of-return. Two different tax
regimes were assumed: a no-tax/no-depreciation case, ana a typical 'North
American’ case with 48% tax on profits, 10% investment tax credit and accelerated
depreciation {sum-of-the-years-digits) case with 100% equity financing. Variations in
load factor, capital investment, by-produc: values, coal type, and iate-of-return were
also examined. Full results are presented in Appendix E.

3 Base-case results are summarized in Figures 1 — 3 for plants gasifying a

high-sulphur coal at a load factor of 0.85. These figures show gas costs in 1979 $

1 on an ex-plant basis plotted against coal cost for 10% DCF rate-of-return. We

! present data on SNG and MCG plants at the 3000 MWt (250 x 10° BTU/SD) level

level and alsc for a S000 MWt (40 x 10° BTU/SD) MCG plant. An approximate

break-down between coal and operating costs and capital charge is shown in Table

6. The importance of coal cost and capital charges is obvious. In general terms the

effects of the discount rate on the comparative economics of the processes are

# small, as can be seen later in Figures 13 - 14. Similarly, the Adifferences (in terms

i of process comparisons) between the ‘no-tax’ and the ‘North American’ cases are

b small, as shown in Table 5. For this reason our presentation in the main body of
the report is largely restricted to the no-tax, 10% DCF rate-of-return case.

Throughout this report comparisons have been generally considered in terms of the
gas cost savings (or increases) relative to the dry-ash Lurgi process, which must be
considered the most highly developed process both for SNG and MCG. As will be
seen this treatment gives a relatively narrow spread of results over the range of
coal prices considered.

Tre figures should be interpreted with care. They attempt to show what the cost of

gas woula be today if coal of a specified price was used in a plant of a given
type using an established process. It does not show what the cost of gas would be 3
in the future if coal prices rise to a specified level, because in this case the

5=

consequences of this price rise upon other costs {(especially capital and labour) need :
to be investigated. Further, the costs presented here do not represent the '
economics of the first few ’'pioneer’ plants, which will be significantly higher. i

A sound comparison of processes requires the use of more than one set of process

and economic data reflecting the uncertainty in all the processes, even including the £,
relatively fully-developed dry-ash Lurgi process. Therefore all the figures and tables

should be used with caution and reference should be made to the discussion in

the following sections. /
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Figure1 The costof SNG from coal
{(Eastern US coal except Western Lurgi, ‘no-tax’, 10% DCF, by-products burnt)
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Figure2 The cost of MCG from coal (3000MWt-250 x 10° BTU/SD output)
(Eastern US coal, ‘no-tax’, 10% DCF, by-products burnt)
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Figure3 The cost of MCG from coal (500 MWt-40 x 10° BTU/SD output)
(Eastern US coal, ‘no-tax’, 10% DCF, by-products burnt)




In the next section we discuss the general implications of these figures. We then
go on to discuss in turn:

coal type

DCF rate-of-return

by-product values

scale of plant

load-factor

capital cost escaiation

Table6 Approximate gascostbreakdownin$/GJ
at 5(10)% DCF rate-of-return for $1/GJ coal’

Capital Coal Operating Product
Process charges? cost® costs* price

3000 MWt-250 x 10° BTU/SD SNG plant

Dry-ash Lurgi 1.83(3.09) 5.34(6.59)

British Gas/Lurgi 1.38(2.32) 4.29(5.23)
(with HCM)

Exxon Catalytic 1.70(2.86) 5.12(6.28)

Shell Coal 1.88(3.16) 5.11(6.39)
(with HCM)

Texaco (65% slurry) 2.26(3.79) ; . 5.82(7.35)

3000 MWt-250 x 10° BTU/SD MCG plant

Dry-ash Lurgi 1.29(2.16) 3.90(4.77)
British Gas/Lurgi 0.74(1.24) 2.67(3.17)
Shell Coal 0.76(1.27) 2.68(3.19)
Texaco 1.11(1.86) 3.40(4.15)

500 MWt-40 x 10° BTU/SD MCG plant

Dry-ash Lurgi 1.99(3.34) 5.34(6.69)
British Gas/Lurgi 1.19(1.99) 3.67(4.47)
Shell Coal 1.09{1.84) 3.50(4.25)
Texaco 1.53(2.57) 4.37(5.41)

Notes:

1. Eastern US coal, ‘no-tax’ by-products burnt, ail data rounded. Data shown thus { ) are for 10% DCF
rate-of-return.

2. Includes process royalties, start-up costs and working capital.
These last two items are a function of coal cos* (see Appendix F).

3. Excludes coal component of working capital and start-up costs.

4, Includes credit for by-product power (for Shell Coal and Texaco SNG processes only).
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3.1 GENERAL IMPLICATIONS

In this section we discuss some overall implications of the data presented in the
previous section on the price of gas. Obviously this depends on several factors
including, for example, the quality of the coal and the process used. The reader is
referred to later sections of this report for discussions on these topics.

3.11 Representative coal prices
Since coal costs vary widely, it is obviously important to consider only those costs
which are relevant to the reader. Representative levels of coal prices into power

stations in early 1980 (essentially corresponding to the mid-1979 plant cost level)
are shown in the following table (5).

Table7 Répresentative coal prices 1980

Early 1980 Price
$/GJ

US sub-bituminous Western 0.8
US expensive bituminous 2.0

Canada Western 0.8
Canada expensive bituminous 25

W Germany lignite 0.9
W Germany hard coal 35

Australia hard coal 0.8

Imported hard coal in Europe or Japan 2-3

Though coal prices have increased in real terms subsequently, the effective
increases in Europe in dollar terms were more than offset by the changes in
currency exchange rates. We will therefore use the levels quoted in Table 7 except
for North America. The range of $0.8 - 2.0/GJ for the US refers to delivered costs
to power stations and in some cases these may be a long distance from the
minemouth. Since gas plants, particularly the 3000 MWt size, will be sited much
closer to the mine, if not actually at the minemouth, a more likely cost range
would be $0.5 - 1.5/GJ {in early 1980 dollars). Similarly, in Canada the lower end of
the range would be $0.5/GJ.
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31.2 North American SNG costs

Using the above coal costs, typical North American SNG costs (in $/GJ) are as
follows:




Table8 Typical North American SNG costs

DCF rate-of-return 5% 10%
Western coal at $0.5/GJ 3.7-53 53-7.9
Bituminous coal at$1.5/GJ 54-7.2 7.0-938
Bituminous coal at $2.5/GJ 7.0 - 91 85-11.8

The above data use the '‘North American’ financial conventions (with tax) outlined in

Section 2.2. As can be seen, SNG from coal on @ non-inflated basis using the

cheapest (Western) coal and the least costly process (dry-ash Lurgi) is unlikely to
cost less than $5.3/GJ ex-plant using a 10% DCF rate-of-return and mid-1979 prices.
Using the US DOE/GRI gas cost guidelines with a 10.5% return on rate-base and a
75/25 debt/equity ratio, corresponding costs are $4.9/GJ for first year, and $4.0/GJ

average. Costs using more expensive, bituminous coal would be at least a third

higher. These compare with Mexican or Canadian natural gas imports into the US
at about $5/GJ (end-1980) and therefore appear to be relatively attractive. They do

not, however, allow for any additional infrastructure, which will generally be

required in the West. Moreover, we have assumed ‘mature’ technology — the first

plants to be built will have significantly higher costs (see for example the
methodology presented by Exxon (9). The above figures can be reconciled with

the price of gas quoted (28) for the Great Plains project - $7.2GJ in inflated $ at

end-1984, after allowing for the smaller scale of plant.

Figures 1 and 4 show that gas costs of the dry-ash Lurgi process on Western
sub-bituminous coal are very close to the British Gas/Lurgi process {(with HCM),

which appears to represent the optimum process on Eastern coal. However, Eastern

US coals tend to have a relatively low ash melting-point, which substantially

increases the steam consumption with dry-ash Lurgi. While we have not looked at

British Gas/Lurgi on Western coal, we think that the cost improvements with this
type of coal will be substantialiy iess than on Eastern coal. While some other,

newer process might alter the position, we do not think that a break-through in gas

costs is likely, relative to the above data.

3.1.3 Eurcpean and Japanese SNG costs

Table9 Typical European and Japanese SNG costs

DCF rate-of-return 5% 10%

W German lignite at $0.9/GJ 4.1-56 51-7.2
Imported hard coal at $2/GJ 57-77 6.7 - 9.6
Imported hard coal at $3/GJ 7.3-96 8.3-11.2
W German hard coal at $3.5/GJ 8.0-106 9.0-12.2

The above data use the ‘no-tax’ financial conventions outlined in Section 2.2. We
have assumed that the gasification of W German lignite gives the same economics
as a Western US coal. Compared with Aigerian LNG delivered to France at about

$6/GJ (29) and Russian gas at about $5/GJ {72), SNC from W German lignite is
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Figure 4 SNG costs relative to the dry-ash Lurgi process
(Eastern US coal except Western Lurgi, ‘no-tax’, 10% DCF, by-products burnt)
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broadly competitive at current prices. Imported LNG into Japan costs about $6/GJ
(30). Consequently, hard coal imported into either Europe or Japan at about $2/GJ
is only marginally competitive at low rates-of-return. Qur gas cost data are in good
agreement with that presented by Bonfiglioli and Carella (31) and Bergmann (31).

We have made the assumption that the capital costs of European and US SNG
plants will be the same. Some unpublished studies commissioned by EAS suggest
that there are no significant variations in capital ccsts between the countries under
consideration — that is, on average and in relation to the +30% accuracy of most
conceptual studies. This conclusion is based on certain specific assumptions, for
example, that the time taken to construct the plant is essentially the same in all
countries, which may well not hold in reality (32).

314 MCG costs

We have looked at MCG plants producing a desulphurised fuel gas, suitable for
local distribution to industry. This gas contains a significant amount of carbon
monoxide and is therefore not suitable for distribution to domestic consumers. If it
is necessary to remove the bulk of the carbon monoxide the cost of this MCG will
be somewhat higher than the figures quoted in this Section, though still lower than
the costs of SNG. We would expect those processes with a relatively high
proportion of carbon monoxide — Shell Coal and Texaco, to be more highly
penalised compared with dry-ash Lurgi.

The data given in Appendix E suggest that for the 'no-tax’ and 'North American’
cases with a 10% DCF rate-of-return and low coal costs ($1/GJ) dry-ash Lurgi MCG
costs for a 3000 MWt (250 x 10° BTU/SD) plant would be about $4.8 and 5.6/GJ
respectively, assuming ‘mature’ technology and 1979 prices. The British Gas/Lurgi,
Shell Coal and Texaco processes could reduce costs by 13 — 35% depending on the
process.

From Figure 6 it can be seen that dry-ash Lurgi and British Gas/Lurgi MCG costs
are typically 60 - 75% of SNG costs for the same size of plant and for the same
cost of coal and discount rate. MCG costs by the Shell Coal and Texaco processes
are 50 — 65% of the comparable SNG costs. However, neither of these two
processes is particularly favoured for SNG production, as discussed in Section 4.
These cost reductions are a function of the process and especially of the number of
gasifiers and parallel processing trains required. Hence they are also affected by the
precise scale examined.

In general, however, we must question whether we should be considering the same
size of plant. While 3000 MWt (250 x 10° BTU/SD) SNG and MCG plants are
certainly feasible, we would suggest that 500 MWt (40 x 10¢ BTU/SD) must be
regarded as the typical large MCG plant, certainly at this stage of development.
Even in the longer term, we believe that 3000 MWt MCG plants are likely to be
severely limited by the potential markets available. For the smaller size of plant. the
differentials between SNG & MCG costs are lower than mentioned above and range
from 2% maore to 35% less than that of a large SNG plant for the same cost of
coal and discount rate. This is shown in Figure 7. We conclude that the selection
of the particular MCG process is critical if MCG is to compete with SNG, in those
countries with an existing gas distribution network.
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Thus, a 500 MWt (40 x 10° BTU/SD) dry-ash Lurgi plant produces MCG typically

between 2% more and 7% less than the cost of SNG from a 3000 MWt (250 x 10°

BTU/SD) plant. The advantages of scale with the 3000 MWt SNG plant almost
exactly balance the capital cost savings and higher thermal efficiency with the
simpler MCG plant. These MCG costs are clearly unattractive for those countries

with an existing gas distribution network and large demands for gas. On the other
hand, the British Gas/Lurgi, Shell Coal and Texaco processes give gas cost savings
of between 15 and 35% comparing a 500 MWt (40 x 10° BTU/SD) MCG plant with
the larger SNG plant based on the sanie process. As might be expacted, all these

three processes are indeed attractive relative to dry-ash Lurgi for MCG production
on a 500 MWt (40 x 10° BTU/SD) scale. This can be seen from Figure 5 and is
discussed in relation to the processes concerned in Section 4.

We have developed MCG costs at the 500 MWt (40 x 10° BTU/SD) scale
comparable with the SNG costs quoted above. Our estimates show $5.6 - 7.9/GJ
for the British Gas/Lurgi, Shell Coal and Texaco processes using a 10% DCF
rate-of-return, coal delivered’ at $2/GJ and 1979 prices. Again, we have assumed
‘mature’ technology. These figures are close to the current price {end-1981) of
competing natural gas imports and rather less than the current price of gas-oil.
Again, we caution that the first few ‘pioneer’ plants can be expected to have
significantly higher cost .

3.2 EFFECT OF COAL TYPE
Coal properties vary widely both from country to country and within individual

countries. The characteristics most relevant for gasification are sulphur and ash
contents, moisture, volatile r.atter, reactivity and calorific value. Unfortunately, in

gasification the influence of coal properties is generally through gasifier yields and

this then proceeds to affect the rest of the plant section by section. This is in

contrast with power generation, for example, where the properti:s of the coal affect

virtually only the boiler. Further, as we will see from Section 4.6, changes in
gasifier yields can have very profound effects.

In Figure 4 and in Table 10 it can be seen that product costs are sensitive to coal
type. This is particularly so with the dry-ash Lurgi process. The two coal types we

examined were a high-sulphur Eastern US bituminous coal and a low-sulphur
Western US sub-bituminous coal. Details on these coals are presented in
Appendix B.

1 These plants are less likely to be located at the minemouth and hence delivered coal costs (and ash

disposal costs) should be considered.
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The cost of gas using low-sulphur sub-bituiziinous coal with the dry-ash Lurgi
process results in SNG costs some 20% lower for a given coal price (expressed as
$/GJ) compared with bituminous high-sulphur coa'. Some of the difference lies in
the sulphur contents, but most lies in the highe. i_activity and higher ash melting
point of the sub-bituminous coal. This particular sub-bituminous coal has a relatively
low moisture and ash content, both of which do have a significant effect on
gasifier performance. The differences shown in Table 10 are likely to hold more
generally and couid well have interesting implications for coai trade. We also
conclude that the effect of processing different coals is generally much less than
the effect of coal price.

An additional consideration is the question of coal imports. Obviously those -
countries which have adequatz indigenous reserves oi coal availeble at low cost can

be expected to counsider gasifying this coal. Several member countries are not in

this position and might @xpect to import coal. Under these circumstances

gasification processes which are not denendent on a specific coal feed are highly

desirable. Slagging processes, such as British Gas/Lurgi, Shell Coal and Texaco are

more likely to meet this objective. High ash melting point coal may give problems

with these processes, however. Processes using either moving or fluidized beds,

such as dry-ash Lurgi, British Gas/Lurgi and Exxon Catalytic, may have excessive

fines carry-over with very friable coals.

Table 10 Effect of coal type on dry-ash Lurgi SNG production
Basis: 3000 4!Wt-250 x 10° BTU/SD SNG plant, $1/GJ coal. 'No-tax’,

10% DCF rate-of-return, by-products burnt

Eastern Waestern
Coal Coal

Coal Analysis: ,

Sulphur (wt% dry) 442 0.66

Oxygen (wt% dry) 6.50 18.60 b i

Higher heating value i .

{GJ/t as received) 28.83 20.46 T
Capital Investment' 1691 1343 3
Coal Required® (PJ/y) 155 122 i
Overall the: mal efficiency? (%) 53 67 &
SNG cost?($/GJ) 6.59 5.19 s
Notes: g

1. Includes engineering, royalty and contingency, initial catalysts and chemicals, working capital and start-up
costs.

2. Excludes sulfhur. Higher heating values. ¢

3. At0.85loadfactor.
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3.3 BY-PRODUCT VALUES

. ‘_‘" Y For the base case, as discussed in the privious section, we adopted a conservative
» "'_*[ approach to valuing by-products. Our assumptions are shown in Table 11. As can
i be seen, the by-products have been largely assigned thermal values based on the
h lowest price of fuel, ie coal, and so we have assumed that they would be
_ consumed within the plants and the coal feed reduced accordingly.

| ' Table 11 By-product values’

Product Base Value Alternative

sulphur Nil Nit

ammonia coal cost $145/t
naphtha and benzene coal cost $8/GJ
other hydrocarbons coal cost $5/GJ

Note:

1 We have also examined change in the value of export coal fines for the dry-ash Lurgi process, and
power for the Shell Coal and Texaco SNG processes. These are presented in Section 4 under the
relevant processes.

The rationale behind this approach is that the sale of each by-product should be
decided on its own economic merits. Sale proceeds should be balanced against the
add-on costs of production of each by-product. Further, since by-product values are
likely to vary significantly over the life of a plant they should not be allowed to

i influence the fundamental choice between processes. In general terms, coal

] gasification plants are likely to be constructed at some distance from the markets
they are intended to serve. Thus, it is quite likely that the cost of transporting
relatively small quantities of some by-products will be high in relation to their
market value. In this case, it may well be uneconomic to market them, though this
is obviously site-specific.

Having said this, we recognise that in the face of likely shortages in the supply of
petroleum-based liquids, any by-products that are at all comparable, even raw
naphtha and tar, will fetch prices that are appreciably higher than that of coal. For
this reason we have assigned the alternative by-product values shown in Table 10.
While we have assigned fuel-oil value to the tar produced from the dry-ash Lurgi
process, we understand that the fines contents of this tar tends to present handling
problems for tar refiners, which iower its value.

We have refrained from assigning any value for sulphur, since periods of

substantial surpluses and low values are a regular feature of the market for this

product. We have not given the crude mixed phenols a value which adequately

reflects current market prices for this product since it is generally believed (33-34)

that the markets for this material will become rapidly saturated if large numbers of
o coal gasification plants are constructed.

T e e S
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Some typical results trom using these alternative values are plotted in Figure 8,
while the complete set of results is presented in Appendix E. The maximum
difference in gas costs between the base and alternative cases for the British
Gas/Lurgi process is about 16% at 10% DCF rate-of-return with $1/GJ coal. This is
not enough to change our conclusions on the competitiveness of SNG from coal.
We have not considered any upgrading costs.

As might be expected, the economics of those processes which produce significant
quantities of by-products, such as dry-ash Lurgi and British Gas/Lurgi, improve
relative to the other processes. Overall, however, the results for this alternative case
do support the view that the economics of the coal gasification route as a whole
are essentially unaffected by the choice of by-product values, at least under the
conditions we have assumed.

34 EFFECT OF SCALE

We have not looked at small-scale SNG production since this seems to be of only
limited general interest. We have no reason to believe, however, that the effect of
scale on SNG production would be any different than for MCG production, which is
evaluated here. In Appendix C we present the methodology we have used.
Representative data are shown in Figure 9 while the complete set of results are
presented in Appendix E. We caution that the methodology and scaling factors used
do influence the precise data obtained. In addition, while we have examined the
etfect of scale at constant average load-factor, there is some evidence that this may
not be correct. For example, large power plants have lower availabilities than small
ones (35) and clefin plants may be similar (36). We would stress however, that all
the plants we are examining are large, or very large, by current process industry
standards Moreover, we have cconsidered multi-stream plants throughout, which
shou!d at least mitigate the effects presented by Walley and Robinson (36).

The effect of decreasing the MCG plant size from 3000 MWt to 500 MWt is to
increase gas costs by between 30 and 40% depending on the particular process, for '
$1/GJ coal at 10% DCF rate-of-return. With $3/GJ coal these increases are about ¢ 3
halved, though obviousiy starting from a higher base-level. The data presented in
Figure 9 suggest that there are significant benefits of scale where coal is relatively
cheap. These benefits are much less significant, however, when high-priced coal is
considered. The differences between the various processes do not influence this
conclusion significantly.

3.5 EFFECT OF LOAD-FACTOR

The data in this report assume that the plants will work as designed and will be
capable, in effect, of operating for all their operating life at the design load-factor
of (.85, without significant capital expenditure. Figure 10 demonstrates the
significance of this assumption. As can be seen a decrease in load-factor from 0.85
to 0.75 over the life of the plant wouid increase gas costs by between 6 and 9%
depending on the particular process {and DCF rate->f-return).

34
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(Eastern US coal, ‘no-tax’, 10% DCF, by-products burnt)
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3.6 CAPITAL COST ESCALATION

The comparisons made in this report are based on plant costs derived from
estimates given by the various organisations reponsible for the designs (and are
probably accurate to about +30%). However, some significant costs are for
unproven items such as gasifiers where experience shows that costs tend to
increase in real terms during development. Also, the various processes are at
ditferent stages along the path from conceptual design to commercial reality. Thus,
the capital costs of the various processes could increase to different levels by the
timc~ they are fully developed.

There is no easy way to overcome this difficulty by numerical analysis. We have
taken care to ensure that the investment costs have otherwise (ie, apart from this
point of process development) been put on a comparable basis. (Appendix C
explains how this has been done). Thus, for example, process contingencies on
capital cost quoted by Exxon have been removed to obtain the same basis as for
the other processes. It can be argued that by doing this we have chosen to be
over-optimistic about the economics of newer processes. On the other hand, we
have also chosen to ignore possible improvements in technology (for example,
larger gasifiers, hot gas desulphurisation’ (37) and developments in CO-shift and
methanation catalysis' (38-42)). We believe that the investment figures are

neither optimistic nor pessimistic. The point remains that the economic superiority
of all the new processes with respect to dry-ash Lurgi has not yet been
demonstrated by extended plant operation and therefore the economic advantages
will have to be sizeable (at least 10%) before they can be considered of practical
significance.

Some understanding can also be obtained by showing the effect of varying capital
costs on gas prices. Figures 11 and 12 do this for SNG and MCG respectively.
Based on these figures the capital cost can be derived for each process at which
its economics are the same as the dry-ash Lurgi process. This is shown in

Table 12.

1 These improvements are generally aimed at existing processes and may well improve the performance
of developed processes more than undeveloped ones.




Table12 Increase in capital costs at which gas costs equal dry-ash Lurgi
Basis: EasternU.S. coal at$1/GJ, ‘no-tax’, 10% DCF, by-products burnt
3000 MW1t—250 x 10° BTU/SD SNG plant
500 MW1t— 40 x 10° BTU/SD MCG plant

Percentage
increase

SNG (3000 MWt — 250 x 10°BTU/SD)
British Gas/Lurgi (with HCM)

Exxon Catalytic

Shell Coal (with HCM)

Texaco(65% slurry)

MCG (500 MWt —40 x 10°BTU/SD)
British Gas/Lurgi

Shell Coal

Texaco

As examples, for SNG the capital cost of the British Gas/Lurgi process (with HCM)
would have to undergo an increase of some 45% to eliminate its cost advantage
over dry-ash Lurgi with Eastern coal. For MCG production the capital costs of
British Gas/Lurgi, Shell Coal and Texaco processes would have to increase typically
by 30-100% to eliminate their cost advantage over the dry-ash Lurgi process. By
any standard this seems to indicate some potential for significant improvements
from these processes despite the uncertainty in their development.

Figures 11 & 12 can also be used to give an indication of the effect of
improvements in process technology on the cost of gas at constant load factor.
Thus a 10% reduction for the dry-ash Lurgi process would reduce SNG costs by
7% from $6.6 to 6.2/GJ. Yet another aspect that can be examined with the aid of
these figures is the effect of increases in the real cost of building the plants. The
construction of these gas plants involves substantial quantities of steel [typically
110,000 tons for a 3000 MWt SNG plant (40)] which in turn implies a substantial
energy input. One might postulate, therefore, that the cost of these gas plants cold
well rise at a rate somewhere in between that of energy and inflation in general.
Hill and Parker have presented some evidence to substantiate this (43,44).
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3.7 EFFECT OF DCF RATE-OF-RETURN

As the required rate-of-return on which technologies are assessed varies widely
between member countries, results are presented in Appendix E for real DCF
rates-of-return of 3, 5, 10 and 15%. Some of the results are plotted in Figures 13
and 14 for SNG and MCG production respectively. We have plotted the cost savings
(or increases) relative to the dry-ash Lurgi process in ali cases. The comparative
flatness of the curves indicates that the DCF rate-of-return does not affect the
choice of process, though obviously it will significantly affect the absolute figures
for gas cost. This is because the relative contributions of capital charges and coal
costs are essentially the same for all the processes. The choice of an appropriate
discount rate is, of course, crucial when comparing coal gasification with other
available aiternatives.

The 10% DCF rate-of-return presented in the bulk of this report may be compared
with the 3 — 8% rates frequently employed for large central projects in several
European countries. Similarly, the 10% ‘North American’ with tax rate-of-return
corresponds to those used in the US DOE/GRI Gas Cost Guidelines (11), as shown
in Table 5 abtove. On the other hand, these rates are optimistic when viewed from
the aspect of most industriai investment decisions. Real discount rates as high as
15% after tax are quite common in this context, with assumed plant lives as low
as 10 years. This corresponds to rates of 20 — 25% using our methodology. We
question into which category small MCG plants are likely to fit. While the answer
to this question differs from country-to-country, inclusion in the industrial category
is certainly unfavourable for MCG.
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COMPARATIVE PROCESS ECONOMICS

As might be expected, the variety of possible conventions and circumstances mean
that the results have to be interpreted with considerable care.

The economics of each process depend greatly on the view taken on operating
performance and the evidence selected. While we believe that we have selected the
best evidence available, there are points of uncertainty which are sometimes
considerable in the case of the newer processes still under development. In fact,
even the original dry-ash Lurgi process itseli is under the process of development.
The only way to reflect these uncertainties adequately is to discuss them and
ultimately let the reader make his own judgement how far, for example, the
potential savings can be relied on. Therefore this section includes a review of each
process. In some instances it has been possible to reflect uncertainty more
specifically through process parameteis eg the slurry concentration for Texaco.

4.1 DRY-ASH LURG! PROCLSS

As indic2ted elsewhere in this Report, the dry-ash Lurgi process must be considered
the inost highly developed of all the processes we have examined. For example,
the SASOL Il complex in South Africa using Lurgi gasifiers consumes approximately
twice as much coal as the 3000 MWt {250 x 10° BTU/SD) SNG plants contemplated
here, so much of the process is already full-scale.

Even with this process, however, development work is likely to lead to some
reduction in product gas costs; for example, by using the larger diameter (Mark V)
gasifiers now coming into service at SASOL |, or by using higher operating
pressures such as in the Ruhr 100 development (87). Further, recycling to extinction
the tar and other hydrocarbons produced will tend to raise the overall thermal
efficiency of the process (ie, reduce the coal feed for a given output of gas) for
very little additional capital investment. We understand that such recycling has been
pracliced commercially, though we have seen no data for it.

In the absence of firm data on the above improvements we are unable to quantify
the effect on gas costs. However, as indicated in Section 3.3 the effect of selling
by-products at prices higher than coal cost is significant with this process. Based on
these data, we suggest that for a process to be considered economically attractive
relative to dry-ash Lurgi it must show gas cost savings of at least 10%. As can be
seen from Figure 4, relatively few SNG processes actually acnhieve this. With MCC
the situation is rather different as all the processes examined show gas cost
savings well in excess of 10% relative to dry-ash Lurgi (Figure 5).

Hoogendoorn (45) has drawn attention to SASOL's learning curve with the dry-ash
Lurgi gasifier. The data used in this report and summarized below have been
developed by Fluor and represent a significant improvement on the Westfield trials
{46,47). While we believe this improveinent is achievable with a ‘mature’ plant,
especially as the Westfield trials were not aimed at optimal performance, this will
need demonstration.
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Table13 Dry-ash Lurgi gasifier performance
Basis: Pittsburgh No. 8coal

Source Westfieid Braun/Fluor
Reference (29), (78) (10)

Steam consumption

{t/t maf coal) 3.45-3.70
Oxygen consumption

(t/t mafcoal) 0.67 - 0.70

In one respect, however, newer processes may be considered superior to the
dry-ash Lurgi process, even if they do not appear to produce cheaper SNG. The
dry-ash Lurgi process cannot handle more than a certain amount of fines without
adverse effects on throughput. Its economics are, therefore, susceptible both to the
quantity and value of any fines that cannot be consumed either in the process or
for steam and power generation. The precise level of fines that can be handled
without reducing throughput is unclear. Thus a gasifier at SASOL | has been
operated (45) at greater than 90% of design throughput on a simulated run-of-mine
coal containing 7% beiow 1 mm in size and 24% below 6.3 mm (1/4"). At the
British Gas plant at Westfield, Scotland various US coals were tested {46) and it
would appear that satisfactory throughput could be obtained with simulated
run-of-mine coal containing about 9 — 10% below 1 mm in size and up to 26%
below 6.3 mm (1/4”). It was also reported (46) that a test on a US sub-bituminous
coal gave satisfactory results with 9% below 1 mm in size and as much as 45%
below 6.3 mm (1/4") after the stirrer arms had been removed. At the STEAG plant
at Linen, West Germany satisfactory throughput was obtained (48) witlhh a screened
coal containing approximately 10% wvelow 3 mm in size and with a washed coal
containing 20% below 3 mm. These data compare with Lurgi's specified feed-coal
of 7% maximum below 5 mm.

The upper limit for fines is a function not only of the size but also of the caking
properties of the coal, as mildly caking coal tends to agglomerate the fines. There
is also an economic balance between the quantity of fines and the rated output of
each gasifier. A further area of uncertainty is the value assigned to the excess
fines. While we have given these the same value in $/GJ as the feed coal, Braun
(11,12) assumed 75% and Conoco (23) 90% of feed coal value. Conoco have
presented the results of a market st::dy on coal fines (49) which indicates, r.ot
surprisingly, that this value is a function of the end-use and quality of the fines. A
range of between 40 and 98% of the value of the feed-coal was given.

Another possible option, examined by Ccnoco, is briquetting the excess coal fines.
Conoco (50) came to the conclusion, without testing any coals, that the economics
of briquetting fines, instead of selling them, were marginally attractive. The ability
to make and use briquettes is governed by binder quality and the properties of the
coal fines, and any general conclusions are inappropriate.

In this report we have assumed that the coal fines could be sold at the same price
as the coal feed. By doing so, we eliminate the aconomic effects of the coal fines.
For this reason, we have not needed to make any assumptions about the ability of
the gasifier to handle fines, or about the amount of fines in the feed coal.
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Recognising however, that these assumptions will not always be correct, Figure 15
is a nomograph showing the effect on SNG costs of:

the value of the fines (as % of coal costs)

the fines in the coal feed (% of thermal energy)

the allowable fines to the process (% of thermal energy of coal to
gasifiers}

We have shown on Figure 15 two typical sets of data (A-F) and (W-Z). Lines A-F
are for a coal feed containing 60% fines (point A). The gasifiers are assumed to be
capable of handling 10% of their feed as fines without de-rating (point B). The
surplus fines will represent 45% of total coal feed (point E). The increase in SNG
costs (point F) relative to the base values used elsewhere in this report, is shown
for $1/GJ coal {point C) with fines valued at 80% of this {point D). Lines W-Z show
the maximum amount of fines {(20%, point W) that can be handled assuming no
fines to the gasifier (point X), without exporting any coal fines or having any effect
on prucess economics {points Y and Z).

We have assumed that by-product arnmonia, phenols, oil and tar are consumed in
partially satisfying the boiler fuel requirements, with the balance being made up
with coal fines. Obviously, any export of these by-products serves to increase the
amount of fines that can be consumed. The percentage of excess fines is also
presented in the nomograph. Since the coal fines may have somewhat different
calorific value, sulphur content and ash than the feed coal we have defined fines in
terms of heat content (rather than as a weight fraction}). The difference is likely to
be small for practical purpcs.s.

We conclude, from Figure 13, that with a typical run-of-mine coal, significant
increases in SNG costs are unlikely as long as the excess coal fines can be sold
for more than half the feed coal price (at low coal prices). For example, even with
60% fines in the feed, and allowing 10% fines to the gasifier, SNG costs for the
cry-ash Lurgi process do not increase more than 10% compared with the base
case, provided the excess coal fines are valued at more than ahout 55% of feed at
a feed coal price of $1:GJ and 75% at $3/GJ.
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Figure 15 Effect of coalfines on the economics of the dry-ash Lurgi pruce.'s for SNG
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4.2 BRITISH GAS/LURGI PROCESS

This process has been demonstrated on a substantial scale (47,51-58) and is
available with the minimum of development work. The ability to recycle tars, other
hydrocarbons and phenols to extinction through the tuyeres in the slagging process
is significant but does require confirmation over an extended period. The data
presented in this report do not include this recycle. British Gas indicate that caking
coal containing up to 40% fines has been handled without using the tuyeres for
fines injection (which has been demonstrated). We are unsure about the ability of
this process to handle high-ash coals or highly refractory ash.

We have evaluated this process for SNG production with conventional, ' i
sulphur-resistant shift and separate methanation catalysts and also with the British

Gas-developed HCM process, which uses a combined shift and methanation catalyst.

The conventional two-step piocess shows only modest gas cost savings (typically

8%) compared with the dry-ash Lurgi process on Eastern US coal. This is not

unexpected, as one of the major advantages of the process, low stearn

consumption, is essentially nullified by the need for additional steam to meet the

2:1 steam to CO ratio required for the shift reaction.

The combined shift-methanation route using the British Gas HCM process looks
considerably more attractive. From Figures 4 & 13, it can be seen that the British
Gas/Lurgi process and the HCM route shows an advantage over the dry-ash Lurgi
process on Eastern US coal of about 20%. If 1981 oil-related by-product values are
used (Figure 8) these adv:zntages increase slightly at low coal costs. Capital
requirements are 25% lower while coal consumption is 17% lower compared with H
dry-ash Lurgi.

The HCM process (539) has not yet been tested at the pilot plant stage, and this is |

an obvious pre-requisite before commercialisation. Some comparative data on the _‘."
generally similar Conoco Super-meth prccess (42,60} are presented in Table 14. ’r_‘.,
:

Other combined shifi-methanation catalysts have been developed and can be I s
expected to show generally comparable results (38,40,41). ;.

Table 14 British Gas/Lurgi with combined shift/methanation catalyst

Licensor British Gas Conoco I8
Reference (40) (82) '
Route Conventional HCM Conventional Super-Meth 1
Shiftand Shift and &
Methanation Methanation E
(S
Relative investment 100 85 100 87 -
Absolutechangein — +7% = +2% g 1
thermal efficiency 5 3
Relative off-site 100 58 100 79 i *
steam generation ‘
Relative gas cost’ 100 87 100 91 "‘
Note: 3 *';

1 $VGJ coal, 'no-tax’, 10% DCF
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As can be seen, while investment costs and gas costs are in reasonable agreement,
there is a substantial difference in the absolute change in thermal efficiency. This
appears to stem from differences in steam generation for the two processes.

For MCG production, Figures 5 and 14 show that the cost of MCG from the British
Gas/Lurgi process is likely to be about 30% lower than that from the dry-ash Lurgi
process. This comparison is unaffected by the choice of by-product values (see
Appendix E). Capital requirements are typically some 40% lower, with coal
consumption down by some 18%. We note, in particular, significant capital cost
savings in the gas cooling, process condensate treating and steam systems. This
process is clearly highly attractive for producing MCG in a modest sized plant. It
should be noted however that the MCG produced contains CO and CO; it is not
suitable for domestic or process use without further treatment (and significant
expense).

e L

As with the dry-ash Lurgi process discussed in Section 4.1 there does appear to be
a significant learning curve with this gasifier. Thus, the data we have used (21) give
lower steam and oxygen consumption than earlier published information (53,57).
This can be seen from the following table.

Table 15 British Gas/Lurgi gasifier performance
Basis: Pittsburgh No. 8 coal

Date June 1978 Nov/Dec 1979 June 1981
Reference (34) (79) (40)
Coal gasification rate 3.27-4.24 3.22-4.00 4.24
(t maf/m?/h)
Steam consumption 0.42-0.43 0.39 0.38
(t/t mafcoal)
Oxygen consumption 0.56 0.59-0.60 0.52
(vt mafcoal) g

Our comparisons have been based on Pittsburgh No. 8 and lllinois No. 6 coals.
These are typical Eastern US coals with comparatively low ash melting points.
While this results in a heavy steam requirement with the dry-ash Lurgi process, it
enhances the relative economics of the British Gas/Lurgi slagging gasifier. We would
expect to see a substantial narrowing of the differentials when a more normai ash
melting point coal is processed.

—3g” P I TR

43 EXXON CATALYTIC PROCESS

Because of the high methane production in the gasifier, this process has only been ,
considered for SNG production. ¢

This process has so far been demonstrated in small pilot plants with capacities of

up to 40 kg/h. It is at a relatively early stage of development compared with the ‘l v
other processes in this report. 1
The information presented by Braun (26) was based upon pilot plant tests on -5

llinois No.6 coal with modifications suggested by Exxon. This adjustment of the
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data to Pittshurgh seam coal can only be approximate in the absence of
information from the pilot plants, particularly on the lonc-term activity of the
catalyst and its recovery. The lower conversion and additional capital costs (61)
necessitated by the need to pre-oxidise caking coals is not included. Exxon’s current
thinking on catalyst recovery is similarly not included, nor have we been able tc
reflect the lower-than-expected methane yield (62). On the other hand, there is
some evidence that Exxon’s design basis is conservative relative to some of the
other designs we have used, particularly with respect to on- and off-site integration.
We do not have enough information, especially about the process energy balances,
to be certain on this point. Thus, our conclusions with respect to the Exxon
Catalytic process are necessarily tentative and subject to confirmation when data
become available from the planned 4 t/h plant at Rotterdam, Netherlands. The data
we have used are summarised in Appendices B, C and D.

It could be seen from Figures 4 and 13 that the Exxon Catalytic process appears to
have an advantage of between 3 and 9% relative to dry-ash Lurgi depending on
the cost of coal, the value of by-products and the required DCF rate of-return.
Arising from the relatively high thermal efficiency of the process (62% compared
with 53 — 55% for dry-ash Lurgi on Eastern coal) the relative economics will
improve with increasing coal cost.

One additional factor io be considered with this process is the use and recovery of
the catalyst. In the Exxon reports {24,25) a potassium hydroxide {(caustic potash)
solution was assumed together with calcium hydroxide (slaked lime) digestion and
muiti-stage counter-current water washing to recover 87% of the catalyst. Some
data were also presented without calcium hydroxide digestion, giving a lower
catalyst recovery of 70% with lower capital costs. We have estimated economics for
both 50 and 70% catalyst recoveries and some typical data are presented in Table
16.

Table 16 Exxon Catalytic process — catalyst recovery
Basis: 3000 MW1t-250x 10° BTU/SD SNG plant, Eastern US coal
10% DCF, ‘no-tax’, by-products burnt

Catalyst Catalyst Recovery SNG costs in $/G.J with
Recovery Method coal at
(%) $1/GJ $2/GJ $3/GJ
87 Digestion+washing 6.28 (4.8) 7.94 (7.0) 9.61(8.5)
70 Water washing only 6.51 (1.2) 818 (4.3) 8.85(6.2)
50 Water washing only 6.94(-5.3) 8.61(-0.7) 10.27(2.2)

Note: Figuresinbrackets({ )arepercentage costsavings relativetothedry-ash Lurgi process. A negative sign
implies costincreases.

As can be seen from the above table, the more complex catalyst recovery scheme
does show some economic advantages, which is in agreement with Exxon’s
conclusions. As expected, there are significant penalties at lower catalyst recoveries,
which suggest that a comparatively high recovery is a fundamental requirement. We
do not doubt that this can be achieved, however it does raise the question of the
flexibility of the process to handle different coals. It is likely that the quality and
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composition of the ash (particularly silica content) will have an effect on catalyst
recovery. We have not seen any information addressing this particular subject.

Table 17 shows some typical data on catalyst costs. As can be seen, varying the
cost of potassium hydroxide by *+50% changes the cost of SNG by 13 - 14¢/GJ.
We conclude that the economics of this process are fairly insensitive to likely
changes in the cost of the catalyst provided that the process operates with high
catalyst recovery {70% or more).

Table 17 Exxon Catalytic process — catalyst costs
Basis: 3000 MWt—250 x 10° BTU/SD SNG plant, Eastern US coal at $1/GJ, 10%
DCF, ‘no-tax’, by-products burnt

Cost of potassium SNG Cost savings relative
hydroxide’ cost to dry-ash Lurgi
($/t) ($/GJ) (%)
200 6.14 6.9
400° 6.28 4.8
600 6.41 2.7

Notes:

1 100% basis.
2 $400/t was used for the base-case.

4.4 SHELL COAL PROCESS

For SNG production the Shell Coal process shows almost the same economics as
the dry-ash Lurgi process on Eastern coal (Figures 4 & 13). The Shell Coal process
has a cost advantage of hetween 2 and 6% depending on the cost of coal, the
value of by-products and the required DCF rate-of-return.

The Shell Coal process gives a raw gas with a high CO:H, ratio and virtually no
methane (see Table B4). This requires large shift and methanation facilities for SNG
production. The Shell Coal gasifier has a very low steam consumption and hence
produces a virtually water-free raw gas. Consequently a combined shift/methanation
process, such as the British Gas HCM process, does have significant advantages.
However, in both cases, the production of substantial quantities of CO, largely
eliminates the benefits of the very low gasifier CO, production. This can be seen
from Table 18 where an HCM-based route is compared with conventional
sulphur-resistant shift-based route.

Table 18 Shell Coal process with combined shift/methanation catalyst
Basis: 3000 MWt—250 x 10° BTU/SD SNG plant, Eastern US coal
10% DCF, 'no-tax’, by-products burnt

Conventional HCM
Shift
Relative investment 100 92
Overall thermal 55.8 59.1

efficiency (%)
Relative gas cost 100 92
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The information supplied by Shell does not reflect the optimum process
arrangement for SNG production. Morecver, there may be unnecessary duplication
of equipment. The data given to us by Shell are based on each gasifier requiring
its own coal pressurising and feeding train, waste heat boiler, solids removal and
recycle gas compressor.

One significant advantage of this process, whichk it shares with Texaco, is that its
economics are likely to be relatively insensitive to changes in coal type and size
distribution. We would expect this process to handle a wide range of coals with
little or no effect on the process economics (for a given $/GJ coal price). Obviously,
this would need to be considered prior to the detailed design stage.

According to our data, some 18 MWe of power could be exported. In our base-case
economics, discussed above, we assumed a price of 4¢/kWh. We also looked at
2.5¢/kWh, which typically increases gas costs by 3¢/GJ (0.5%), which is clearly not
significant.

For MCG production the Shel! Coal process shows gas costs typically about

30 - 36% less than dry-ash Lurgi, depending on the cost of coal and the required
DCF rate-of-return (higher at low coal costs and high DCF rates-of-return). Using
1981 oil-related by-product values the cost advantages are reduced to about 23%.
These cost savings result from lower coal consumption (some 16%) and significantly
lower capital costs (some 46% for 500 MWt - 40 x 10° BTU/SD output).

As discussed above in relation to SNG production, we have assumed that each
gasifier wili require its own coal pressurising and feeding train, waste heat boiler,
solids removal and recycle gas compressor. We think that some further capital cost
savings are feasible by combining, for example, the recycle gas compression
equipment for all the trains. We do not have information at present to examine
this.

4.5 TEXACO PROCESS

For SNG production the Texaco process, with a 65% slurry feed concentration, has
inferior economics relative to the dry-ash Lurgi process. This disadvantage ranges
from 7 to 14% depending on the cost of coal, the value of by-products and the
required DCF rate-of-return (Figures 4 and 13). The Texaco process gives a raw gas
with a high CO:H, ratio and virtually no methane. This requires large shift and
methnnation facilities for SNG production. For this reason we do not think that
Texaco is a serious prospect for SNG.

While operation at 65% slurry concentration is the design basis for the
Ruhrchemie/Ruhrkohle Oberhausen-Holten pilot plant (63), it has been reported
(64,65) that this plant has operated satisfactorily at 70% slurry feed concentration.
Some doubts remain, for example, the recent tests on lllinois No. 6 coal at
Oberhausen-Holten were performed at slurry concentration of 57-59% (66). Table 19
shows the effect of operating at only 50% slurry feed concentration. SNG costs
increase typically by 16%. The effect of a relatively small change in design
parameters is noteworthy. In our earlier work (2) we showed that entrained
processes, such as Saarberg-Otto, Shell Coal and Texaco were sensitive to the
degree of high-level heat recovery, and feed concentration and temperature. There is
an obvious need to demonstrate all these features.
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Table19 Texaco processfor SNG - slurry concentration
Basis: 300 MWt (250 x 10° BTU/SD) SNG plant, Eastern US coal
10% DCF, ‘no-tax’, by-products burnt

' *"_’f . Slurry concentration’
:.{,q ' 65% 50%
al -I!. ;_
- . Relative investment 100 118
3| Overall thermal efficiency (%) 55.6 49.9
i B Relative gas cost 100 116

Note:

1 Defined as moisture-free coal per unit of total feed.

In the above data the calculated 52 MWe of export power (at 65% slurry
concentration) was valued at 4.0 ¢/kWh. We aiso looked at 2.5 ¢/kWh, which
typically increases gas costs by 9 ¢/GJ (1.3%), which is clearly not significant.

One significant advantage of entrained processes is that their economics are likely
to be relatively insensitive to changes in coal type and size distribution. We expect

! this type of process could be designed to handle a wide range of coals with little
or no effect on the process economics (for a given $/GJ coal price). Further, it is
conceivable to switch from a residual oil feed to coal at some stage in the plant’'s
life. This may ease the introduction of this process.

s

|

For MCG production cost savings for Texaco (with a 65% slurry feed) relative to
dry-ash Lurgi range from 16 to 19%. These gas cost savings are a result of both
lower coal consumption {some 10%) and 24% lower capital costs for 500 MWt (40
x 10° BTU/SD) output.
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The capital costs we have used for the Texaco gasifiers are based on information
supplied by Texaco and presented by Braun (20). While these costs can be
reconciled with those presented by Parsons (67), they are appreciably higher than
the estimate by Fluor (15).

The capita! costs presented for both SNG & MCG include a substantial investment
in an off-site boiler which would be required only to start-up the process {or an
additional train). Optimisation of the steam system, ie obtaining a better balance !
between waste heat generation and start-up requirements, could marginally improve |
these economics.

Generation of superheated steam, as with Shell Coal, would aiso contribute. On the E'r
other hand, the nature of the Texaco process, with much more integration between
the gasifier and the plant steam system, is likely to lead to more sophisticated
control systems, which are not reflected in the costs presented here. Nevertheless,
the Texaco process is clearly attractive for producing MCG in a relatively
modest-sized plant. It is likely to be even more attractive where stcam for start-up
is already available, or where excess steam during normal operation can be readily - v
consumed.

A=
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4.6 BCR BI-GAS AND IGT HYGAS PROCESSES
Both of these processes have high methane production from the gasifier and are
only suitable for SNG production.

At first sight, BI-GAS and HYGAS appear attractive on Eastern coal, with about 21
and 15% gas cost improvement over dry-ash Lurgi, respectively. On Western coal
only HYGAS is attractive with cost savings of about 11%.

However, we note that the steam/oxygen and oxygen/coal ratios used for the Braun
Eastern design (12) for Bl-Gas are substantially lower than for the pilot plant

design (68) on a similar coal. Moreover, the pilot plant has never operated on this
coal. The only coal the pilot plant has processed is a Western coal, on which the
economics look unfavourable. Moreover, the pilot plant has achieved a methane
yield of about 10% (69) compared with 14.5% used in the Braun Western design.
Arising from this lack of demonstration comes the conclusion that the development
risk with BI-GAS is somewhat higher than most of the others considered here.
Further, the apparent cost advantages outlined above are likely to be reduced in the
course of demonstration.

For HYGAS, we have used data derived from |GT's computer model and supplied
by them to Braun (11,12). These show a 97% carbon conversion.

Doubts have been raised about the IGT model (70), while an examination of the
HYGAS pilot plant data (71) suggests that in steady-state operation the carbon
conversion is significantly lower than IGT predictions, with a substantially higher
steam consumption. For this reason, we have assumed a 30% higher steam
consumption in our work. Table 20 shows the effect of lowering the carbon
conversion towards the pilot plant level using the western coal and assuming that
the resulting char can be burnt (which has not been demonstrated). As can be
seen, at a carbon conversion of 80%, the process offers no advantages over the
dry-ash Lurgi process. Carbon conversions greater than 80% have not been
demonstrated on a steady-state basis and this must be regarded as an essential
pre-requisite for the commercialisation of this process.

Table20 HYGAS process—lower carbon conversion
Basis: 3000 MWt—250 x 10° BTU/SD plant, Western US sub-bituminous coal, 10% DCF,
‘no-tax’, $1/GJ coal, by-products burnt.

Carbon conversion (%) 97’ 80 80 70
Overall thermal efficiency (%)3 74 71 65 62
Total capital investment?

(mid-79 $x 10°) 1195 1256 1335 1393
Coal required (TJ/d) 358 372 406 427
Gascost ($/GJ) 4.63 4.85 5.18 5.42
Savings relative to dry-ash Lurgion

Western coal (%) 11 7 0 -4
Notes:

1. Based onIGT process assumptions {9) with 30% higher steam consumption.
2. Includescontingency, engineering, royalty, initial catalyst and chemicals, working capital and start-up costs.
3. Excludes sulphur and ammonia. Based on nigher heating values.
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5. CONCLUSIONS
The conclusions of this study apply to the base-load operation of substantial
gasification plants (500 MWt (40 x 10° BTU/SD) or 3000 MWt (250 x 10° BTU/SD)
and load factor of 0.85). it should be borne in mind that the differences between
the various processes are relatively small and that the comparisons are sensitive to
guite small changes in process parameters (such as carbon conversion or slurry
concentration) and capital costs. Also, gas costs have been calculated on the
assumption of a mature technology and will be significantly higher for ‘pioneer’
plants. These results are therefore indicative; more definite conclusions would
require data derived from the actual performance of large plants, which is not
available. We have not included any gas distribution costs.

5.1 SNG PRODUCTION

(1) Large SNG plants (3000 MWt - 250 x 10° BTU/SD) cost in the range
$1.3 - 1.8 x 10° (in 1979 $). This excludes interest during construction and
escalation. Using representative coal prices and financial conventions we obtain
typical SNG costs as follows:

Table21 Typical SNG costs

SNG costs ($/GJ)
DCF rate-of-return 5% 10%

North America’

Western coal at $0.5/GJ 3.7-53 53-79
Bituminous coal at $1.5/GJ 54-7.2 7.0-98
Europe & Japan?

W German lignite at $0.9/GJ 4.1-56 51-7.2
Imported coal at $2/GJ 57-7.7 6.7 - 9.6
Imported coal at $3/GJ 7.3-9.6 8.3-11.2
Notes:

'Using ‘North American’ financial conventions - see Section 2.2
2Using ‘no-tax’ financial conventions - see Section 2.2

The above data show that the cost of SNG from Western US coal is
comparable with Mexican and Canadian imports of natural gas into the US at
about $5/GJ. Similarly, assuming that W German lignite can be gasified with
the same economics as Western US coal, SNG so produced is broadly
competitive with Algerian ($6/GJ) or Russian gas ($5/GJ) imported into Europe.
SNG produced from Eastern US coal, or from relatively cheap imported coal
into Europe or Jepan is only competitive under the most favourable of
conditions, such as very low rates-of-return.

{2) We cannot see any major cost break-throughs with the processes considered.
We do not entirely rule out the possibility that some other process might
offer the chance of greater savings, though such a process would be at a
comparatively early stage of development.

56




The British Gas/Lurgi process (with HCM combined shift/methanation catalyst)

has a cost advantage of about 20% compared with dry-ash Lurgi on Eastern

US coal. This cost advantage is close to the difference between Eastern and
Western (sub-bituminous) coal with dry-ash Lurgi. The Eastern coal is a poor

one for dry-ash Lurgi as it has a low ash melting point and is relatively
unreactive. We would therefore expect other coals to lie between the Eastern

and Western gas costs and to somewhat reduce the potential improvement

from the British Gas/Lurgi process. In addition, the HCM stage with the British
Gas/Lurgi process requires demonstration. Both the British Gas/Lurgi and dry-ash
Lurgi processes appear attractive for SNG production. With both processes we note
some differences between published and assumed performance. While we are
confident that the assumed performance can be eventually achieved, this may well
not happen in ‘pioneer’ plants. The British Gas/Lurgi process is likely to be more
flexible than dry-ash Lurgi in terms of coal type and size distribution. This may be
attractive to those countries dependent on importing coal from a wide variety of
sources.

The Exxon Catalytic process appears to have only marginally superior
economics compared with dry-ash Lurgi, with cost savings of about 3 - 9%.
While we think that Exxon are conservative in their estimates (though we have
eliminated a good deal of this), we do not see any major cost break-throughs
with this process. We stress, however, that our information on this process is
limited and that our conclusion is necessarily tentative. This process is at an
earlier state of development compared with the others examined in this report.

The Exxon Cataclytic process is sensitive to the level of recovery of the catalyst
used. Our enalysis suggests that catalyst recoveries in excess of 70% are
required. While this level of recovery has been obtained in the pilot plant it
will require demonstration on a large-scale continuous basis. We have no
information on the likely sensitivity of catalyst use and recovery to different
types of coal.

The Shell Coal process (with HCM combined shiftmethanation catalyst) is only
marginally superior to the dry-ash Lurgi process (2 — 6%). We do not think
that this process is under serious consideration for SNG production. We think
that the economics of the process are likely to be relatively insensitive to
changes in coal type and size distribution. This may be attractive to those
countries dependent on importing coal from a wide variety of sources.

The Texaco process for SNG production, even at 65% slurry concentration, has
inferior economics relative to dry-ash Lurgi. We do not think that this process
is under serious consideration for SNG production. Like the Shell Coal process,
we think that the economics of the process are likely to be relatively
insensitive to changes in coal type and size distribution. This may be attractive
to those countries dependent on importing coal from a wide variety of
sources.

The economics of the Texaco process are profoundly affected by the
concentration of the feed coal-slurry. We do not have any information as to
whether high (65%) concentrations can be maintained on a continuous basis
for all types of coal. One advantage of the Texaco process may be the ability
to change a plant from being oil-based to being coal-based at some stage.
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. (9) While at first sight, both BI-GAS and HYGAS appear attractive on Eastern coal,
T the achieved performance of these processes falls far short of the estimates
we have used. Thus, BI-GAS has never operated on the Eastern coal and has
inferior economics relative to dry-ash Lurgi on the Western coal, on which it
has operated. At the achieved carbon conversion of 80% the economics of the
HYGAS process show no improvement over dry-ash Lurgi.

ut
! :,'”: (10) The effect of valuing by-products at oil-related, as opposed to the more
v 5 0 | conservative coal-related prices used in the body of this Report (see Section
*» 1 5 3.3), is to improve the economics of dry-ash Lurgi and British Gas/Lurgi
ﬁ e relative to the other processes. The ecoramics of the British Gas/Lurgi are
( *'1 -. improved by about 16%. This is not enough to modify our conclusions about —ry Ii
'_ ' ";_'A the competitiveness of SNG. Moreover, we have not considered any upgrading '
Ay '.{'{»' costs. We doubt whether these higher by-produc. prices can actually be

.|
y ‘,: | achieved, in the context of several, large SNG complexes located in many
cases well away from potential by-product markets.

y (11) While the precise amount of fines that dry-ash Lurgi gasifiers can handle is
uncertain, under most conditions the us2 of run-of-mine coal is unlikely to

i significantly affect the economics of this process for SNG. For example, even
' with 60% fines in the feed and allowing 10% to the gasifier, while consuming

’ ' all the tar and naphtha in the off-site boilers, SNG costs do not increase by
“I : more than 10% unless the excess fines are valued at less than 55% of feed
with $1/GJ coal or 75% of feed with $3/GJ coal.

f_. 1 5.2 MCG PRODUCTION

{1) We assume that highly reliabie, and hence multi-stream, stand-alone plants wiil ;
be required if centrally manufactured MCG is to be substituted for oil or ke,

natural gas. We also assume that CO-containing fuel gas can be distributed ,;j
through local networks. This gas is noat suitable for distribution to domestic ‘
consumers. Removal of CO for this purpose will give higher gas costs, L

comparatively close to those quoted for SNG. f-'

{(2) Large MCG plants {3000 MWt - 250 x 10° BTU/SD) cost in the range
$0.7 - 1.2 x 10° {in 1979 $). This exciudes interest during construction and
escalation. Using representative coal prices and financial conventions we obtain
typical MCG costs as follows:

L | ‘N Fiad™y <l BT dagir v Fam# ¥
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(3)

(4)

(5)

Table22 Typical MCG costs (3000 MWt - 250 x 10° BTU/SD)

MCG costs ($/GJ)

DCF rate-of-return 5% 10%
North America’

Coal® at $0.5/GJ 21-34 30-48

Coal® at $1.5/GJ 35-4.9 43-64
Europe & Japan?

Coal® at $0.9/GJ 26-3.7 31-46

Imported coal® at $2/GJ 39-54 45 -6.3

Imported coal® at $3/GJ 52-7.0 5.7-7.9

Notee:

1 Using ‘North American’ financial conventions — see 5ection 2.2

2 Using ‘no-tax’ rinancial conventions — see Section 2.2

3 Illinois No.6-type coal

These costs are 50 -- 75% of the coiresponding SNG cost (see Figure 6). They
are a function of the process and especially of the number of gasifiers and
parallel processing trains required. Hence they are also affected by the precise
scale examined.

While the economics are attractive, we think that relatively few MCG plants of
this scale are likely to be built — though obviously both the Ruhr and the US
Gulf Coast are feasible locations. We co. sider a 500 MWt (40 x 10° BTU/SD)

plant as much more likely at this stage of development. Obviously, modest

increases or decrzases in scale will not invalidate our conclusions. A glart of
this size is rather less likely to be located at the minemouth.

For a 500 MWt (40 x 10° BTU/SD) MCG plant, investments are (in 1979 $)
$300 x 10° for dry-ash Lurgi and about $170 — 230 x 10° for British Gas/Lurgi,
Shell Coal and Texaco processes. On a ‘no-tax’ basis with coal delivered at
$2/GJ and 10% DCF rate-of-return this gives gas costs of $8.3/GJ and

$5.6 — 6.8/GJ respectively. This is shown in Figure 3. Corresponding 'North
American’ with-tax costs are $9.6/GJ and $6.3 - 7.9/GJ. A 10% DCF
rate-of-return may not be acceptable for industrial {as opprsed to utility)
ventures in all the member couniries. The rate-of-return has a serious impact
on gas costs, as can be seen from the data in Appendix E.

There are no cost savings for a 500 MWt (40 x 10° BTU/SD) dry-ash Lurgi
MCG plant compared with a 3000 MWt (250 x 10° BTU/SD) SNG plant. The
advantages of scale with the 3000 MWt SNG plant aimost exactly balance the
capital cost savings and higher thermal efficiency with the simpler MCG plant.
We conclude that dry-ash Lurgi does not look attractive for MCG production in
countries with an existing gas distribution network and large demands for gas
— sufficient to support the size of SNG plant outlined above.

By contrast, British Gas/Lurgi, She!ll Coal and Texaco (65% slurry} look
attractive, even at the 500 MWt (40 x 10° BTU/SD) level. The Texaco process
shows gas costs about 20% higher than British Gas/Lurgi or Shell Coal which
both have similar gas costs. This is based on capital cost data supplied by
Texaco and presented by Braun {20) and is entirely consistent with other
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; ,l"."..'_ estimates by Fluor (15). All these processes are competitive with gas-oil or
" No. 2 heating oil at about $7/GJ (end-1981) in Europe, North America or Japan.
J r“_'
! “;' 5.3 GENERAL CONCLUSIONS
T {1) There is a close relationship between gasifier process parameters, such as

carbon conversion, oxygen and steam consumption, and the cost of the plant.
Changes in these parameters will generally have a much greater effect on
total plant costs than changes in the process equipment itself. Hence, the use
of contingency factors as large as 50% on the cost of gasifiers may not be
enough to account fcr likely changes in process parameters.

{2) A further degree of uncertainty is that the processes are all at different stages
1 along the path from conceptual design to commercial reality. Thus, one might
f expect that the costs of the various processes could increase to different

1 levels by the time they are fully deveioped. There is no easy way to
overcome this difficulty by numerical analysis, though we believe that the data
presented in this report are neither optimistic nor pessimistic.

v
R e 4 Tiie b+ ™

(3) The comparisons made in this report are based on capital costs derived from

estimates given by the organisations respansible for the designs. We do not

4 think that their accuracy is better than +30% and this level of accuracy must
be considered in relation to our conclusions.

(4) For a given type of gas — SNG or MCG - the choice of process in general
{but not the absolute level of gas costs) is unaffected by most economic
parameters, such as, DCF rate-of-return, debt/equity ratio, taxation, load-factor
and price of coal. This conclusion also holds for a given set of by-product
values. These conclusions will not hold, of course, if the make-up of gas costs
is very different, as for example, with in-situ gasification. Obviously, as
discussed above, the type of coal available does have a significant impact on l :
the choice of process. Our unpublished work suggests that the differences in [
the costs of constructing large SNG plants on a riormal site in the member &Y
countries are generally less than the uncertainty in the capital cost in any one i
country. Hence, we conclude that, in general, the choice of gasification process %

.

is very largely independent of the country under consideration. International
co-operation in this field is, therefore, likely to be of mutuai benefit to all the 1
countries concerned. i

(5) The most suitable coa! for gasification is a cheap one! In general terms,
reactive coal with low moisture and ash are preferred. Low sulphur and high
oxygen also serve to reduce gas costs. Data cn dry-ash Lurgi SNG plants :
{11,12,72) suggest that a typical US lignite (38% moisture, % ash) is
preferable to sub-bituminous coal, which is in turn preferable 0 bituminous
coal. i

There are only small economic penalties fer gasifying high sulphur and/or

oxygen coal with relatively low calorific value. This particular conclusion -4
should hold with most of the other processes. Since the demand for these §

types of coal for power generation may well be limited, this could have ! '
significant implications for world trade in coal. R
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{6} The effect of decreasing MCG plant size from 3000 MWt to 500 MWt (250 to
40 x 10° BTU/SD) is to increase gas costs by 30 to 40% depending on the
particular process, for $1/GJ coal at 10% DCF rate-of-return. With $3/GJ coal
these increases are about halved, though obviously starting from a higher
base-level. Our data suggest that while there are significant benefits of scale
where coal is relatively cheap, these benefits are much less significant with
high-priced coal. We would expect to see the same effect with SNG plants.

We have confirmed that hoth the National Coal Board's ARACHNE (67) and
DSM (19) process models can be used to describe the Shell Coal and Texaco
processes adequately. The models are both essentially single-stage equilibrium
models. Such a model should, therefore, be able to predict the behaviour of
other high-temperature processes as well, such as Saarberg-Otto.

]
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6. APPENDICES

APPENDIX A PROCESS NDESCRIPTIONS AND STATUS

The information given in this appendix is in large part a summary of the results of
a previous EAS report (2). Developments since this report have been incorporated
as far as possible.

A1 PROCESS DESCRIPTIONS
SNG production

Each process considered differs in the type of gasification reactor and, hence, in the
pressure, temperature and composition of the product gas. This of course affects
the size and operation of the downstream processing steps. However, in general,
the process schemes are as illustrated in Figures A1 — A3 and as described below.

First, the coal undergoes some pre-treatment depending on the particular
gasification process. This may simply be drying and pulverizing or may involve
more complex steps such as pre-oxidation or slurrying with water. The details ot
the pre-treatment, coal feeding and size requirements for each process are given in
Table A1.

in the gasifiers several reactions take place. In the absence of any recycle or
catalyst the nredominant reaction is the highly endothermic (heat absorbing)
formation of carbon monoxide and hydrogen from carbon and steam. The heat for
this reaction is provided by burning coal with oxygen, producing carbon dioxide. In
the lower temperature gasifiers, such as dry-ash Lurgi or British Gas/Lurgi methane
is also produced in the gasifier. In the Exxon Catalytic process a potassium-based
catalyst enhances the reaction of carbon and steam and enables the highly
exothermic (heat releasing) methanation reaction to take place - methane formation
from carbon monoxide and hydrugen. This eliminates the need to burn coal in the
reactor, and hence the oxygen plant, but does require the recycle and preheating of
carbon monoxide and hydrogen.

After cleaning and cooling, the composition of the raw gas is adjusted. With the
dry-ash Lurgi, BI-GAS, HYGAS and Texaco processes (Figure A1) part of the raw
gas undergoes shift conversion; carbon monoxide reacting with tha excess steam to
produce the required hydrogen for methanation. Insufficient steam is present in the
British Gas/Lurgi and Shell Coal processes and may either be added and a
conventional shift catalyst used, as above, or a combined shift-methanation catalyst
used, eg the HCM process (Figure A2). This catalyst is not sulphur resistant and
consequently sulphur compounds, primarily hydrogen sulphide, must first be
remnved. No shift conversion is required with the Exxon Catalytic process

(Figure A3).

Wit all the processes, ac:d gas, mainly carbon dioxide and hydrogen sulphide (if
still present), is then removed. Except when a combined shift-methanation catalyst is
used, or in the Exxon Catalytic process, carbon monoxide and hydrogen are
catalytically reacted to produce methane. In the Exxon Catalytic process the methane
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Table A1 Description of gasification processes’

Process Name Dry-ash Lurgi British Gas/Lurgi BL-GAS Exxon Catalytic HYGAS Shell Coal Texaco

Type Moving bed Movingbed Entrained Fluidized bed Fluidized bed Entrained Entrained

Gasifier description Single stage, non- Modified Lurgi— Coalfedtoupper Single stage. Coal Three-stage hydro-  Refractory-iined Refractory-lined
slagtap,tuyeresto  stage. Residual impregnated with gasification. Direct  vessel with vessel downwards

Operating temperature

Operating pressure
Coal requirements

Coal pre-treatment

Coalfeed method

Coal size

Ash removal

slaggin?. ounter-
current flow of coal

andgas

Gasoutlet:
300-650°C
Bottom: 1200°C

20-30 atm

Preferred properties:

weakly ¢aking,
high reactivity.
Low ash melting
pointundesirable

Preheated with exit
product gas within
gasifier

Lock-hopperand
distributor

3-50mm
7% fines max.

Revolving grate,
lock-hoppers

inject steam and
oxygen

Gas outlet:
300-350°C
Bottom: 15G0°C
As Lurgi

High avy meltin
point undesirable.

As Lurgi

AsLurgi

4-50 mm

15% fines max.
Possibility of
injecting fines
throughtuyeres
Slag tap, quench
chamber

charentrainedin
gasandreturnedto
lower stage where
gasified with
steam and oxygen

(1) 900°C
(2) 1500°C

52 atm
Any—high ash
melting point
undesirable.

Driedto 3%
moisture and
pulverised

Water slurry to
spray drier

70% below
0.07mm

Slagtap. quench
chamber

catalystand H/CO
mixture recycled.
Oxygen glant not
required

700°C

34atm

Caking coals
require pre-
treatment

Driedto 4%
moisture and
pulverised.
Impregnated with
potassium
hydroxide

Pneumatic

2mm max.

Siurried with water
prior to catalyst
recovery

hydrogenation in
two reactor stages.
H; produced by
steam-oxygen char
gasification
{1)650-750°C
(2)900°C (311000°C

68 atm

Caking coals
require pre-
treatment

Driedto 10%
moisture. Surface
oxidation of caking
coals. Preheated
with exit product
gas within gasifier

Silurried with light
aromatic oil or
water

1.2 mm max.

Silurried with water

opposed firing and
liquid slag removal
from the bottom

Gas oitlet:
1500°C

30 atm
Any-highash
melting point
undesirable. Low
moisture and ash
preferred

Driedto2-8%
moisture and
pulverised

Pneumatic

0.10 mm max.

Stag tap, quench
chamber

firing into radiant
boiler. Siag
collects in water
bath at bottom

Gas outlet:
1500°C

40 atm

Any - high ash
melting paint
undesirable. Low
inherent moistury
desirable.

Pulverised

Water slurry

0.20 mm max.

Liquid slag
quenchad in water

Note:

1 Based on the current status of each process. See, however, discussion on individual process
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is separated cryogenicaily and the carbon monoxide and hydrogen recycled. ‘Nith
the dry-ash Lurgi, British Gas/Lurgi and Exxon Catalytic processes the gas is
compressed to 70 atrin delivery pressure.

MCG production

As can be seen from Figure A4, this is essentially similar to the production of
SNG, except that we have assumed that shift conversion and methanation » e not
required. This naturally affects the design and costs of the gas cooling section. Only
part of the CO, is removed. As discussed in the text, this gas is unlikely to be
acceptable for domestic use, or directly for synthesis purposes.

We have assumed that the product gas is required at a plant battery-limits pressure
of about 17 atm. This would permit gas-consumers to be at some distance from
the gasification plant.

A.2 PROCESS STATUS

in this Section a brief report on the state of development of the processes is given.
This covers the operating experience in existing plants and outlines the critical
problems that still require investigation or need further substantial research and
development effort. The material in this Section was obtained from published
sources and in discussions with the process developers.

A.2.1 Dry-ash Lurgi
Existing plants

The Lurgi process has been under development since the 1930's and there have
been many commercial applications. The largest in use today is the SASOL Il plant
operated by the South African Coal, Oil and Gas Corporation (SASOL) at Secunda,
South Africa. This plant has 36 gasifiers each with an internal diameter of 3.85m
(13 ft.) treating approximately 1000 t/d coal and producing about 55,000 Nm3h (50
x 10% SCF/d) synthesis gas. Five metre (16.4 ft) internal diameter gasifiers have also
been installed at SASOL | which can produce in excess of 70,000 Nm%h {63 x 10°
SCr/d) each.

A modified Lurgi gasifier is being tested at Dorsten, West Germany which will be
able to gasify up to 10 vh coal at pressures of up to 100 atm.

All the above plants are oxygen-blown. In addition, five .ir-blown Lurgi gasifiers
were installed at Linen, West Germany operated by STEAG AG. These operated at
20 atm as part of an integrated 170 MWe combined cycle power plant. Each
gasifier was 3.5m (11.5 ft.} in diameter with a design coal throughput of 15 t/h.

Operating experience
As is clear from the above, there is extensive operational experience with the Lurgi

system on a large, commercial scale. At SASOL |, gasifier availability in 1974 was
83%.
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The Westfield, Scotlarid town-gas plant operated for fourteen years with a
very high availability thcugh this was achieved with extensive in-built
duplication of major plant items. The stirrer and distributor of one of the
Westfield gasifiers were modified to enable US coals to be tested in 1973.
The coal throughput ranged from 5 t/h for highly caking Pittsburgh coal to 9
t’/h for non-caking Montana coal with corresponding production of 8 - 11,000
Nm¥h (7-10 x 10°® SCF/d) raw gas (46). This is a reduced throughput from
that obtained with the local, design coal. On the whole, these trials were
reasonably successful and demonstrated that the Lurgi system could be used
to gasify American coals. Major probiems were encountered with the feed
distributor stalling on Pittsburgh-steam coal due to the high swelling of this
coal. Subsequent modifications have eliminated this problem.

The Linen gasifiers rarely reached design load because of the difficulty in
handling fine material. STEAG developed a compacting technique which
allows fines to be fed to the gasifier as pellets. However, this material has
a different ash melting point which affects the operation of the gasifier.
There have been a large number of modifications to the gasifier but there
were still significant mechanical failures.

Critical problems

The difficulties with the Lurgi system are well-known — the limitations in
range of coal types that can be utilized, the problems with fine material, and
the large production of tars, oils and phenols.

References: 11 - 14, 17, 73 - 85
A.22 British Gas Corporation/Lurgi:
Existing Plants

After completion of the US coal trials in the dry-ash Lurgi gasifiers at
Westfield, Scotland (46), the internal diameter of one of the gasifiers was
reduced and converted to slagging oneration. This gasifier has a coal
througnput of about 15 th at an operating pressure of about 25 atm.

Operating experience

The first run of the slagging gasifier took place in April 1975. The plant has
operated for over 50000 hours by March 1981, with the longest continuous run
lasting 22 days. The plant has operated in {llinois No. 6, Pittsburgh No. 7,

Ohio No. 9 and seven different UK coals. Up to 40% fines (below 6.3mm or ")
have been handled with the highly-caking US coals. British Gas have experimented
with reinjecting tars and fines through the tuyeres at the base of the gasifier.

The problems encountered with handling fines, and recycling tar ar.d phenols are
considered in Sections 4.1 and 3.3 respectively.
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Critical Problems

Refractory life in the slagging zone appears critical. The use of the tuyeres to inject
tars and fines is a significant development. The ability to accept additional
quantities of fines in this manner enhances the applicability of the process. The
elimination of net tar production, and possibly phenols as well, offer significant
advantages.

References: 15, 17, 23, 47, 52 - 59
A23 Exxon Catalytic
Existing plants h

A modified pilot plant was re-commissioned at Baytown, Texas in December 1976
and has a throughput of 11 kg/h of coal. A 40 kg/h plant was commissioned at
Baytown, Texas in July 1979.

Operating experience

The Exxon Catalytic process uses alkali metal salts which promote the rate of steam
gasification and accelerate the methanation reaction. Consequently gasification occurs
at relatively low gasification temperatures. While the zatalyst reduces agglomeration
of caking coals, pre-oxidation is required.

The 40 kgl/y pilot plant has operated for over 4000 hours up to June 1981, with a
longest continuous run of over 33 days on lllinois No. 6 coal. Methane production
has been lower than originally predicted, with slightly lower steam and carbon
conversion.

Critical problems

A larger-scale unit is to be constructed at Rotterdam, Netherlands with a capacity of
4 t'h. Successful testing 7t this scale is an essential pre-requisite for
commercialisation.

Typically, the catalyst is potassium hydroxide and is added at u rate of 15%
potassium carbonate equivalent on dry coal. Catalyst recovery from the ash and
recycle is an obvious necessity and requires large-scaie demonstration over an
extended period. The ability of the process to operate on coals other than lllinois
No. 6 and maintain adequate catalyst recovery also requires demonstration. This is
particularly relevant for those countries which ara likely to import coal and might
wish to use this process.

References: 24 - 26, 61, 62, 86, 87
A24 Shell Coal
Existing plants

The Shell Coal gasification process is a development of the Koppers-Totzek process,
operatine at a pressure oFf 20-40 atm. A 0.25 t/h plant has been operating at

68




the Sheli research laboratories in Amsterdam since January 1977. A 6 th plant was
commissioned at Harburg, West Germany in late 1978.

Operating experience

The Shell Coal process is being dzveloped for use in both air-blown combined
cycle applications and oxygen-blown synthesis gas production. Both modes have
been tested at the Amsterdam plant. The longest continuous run at the Amsterdam
plant has been 8 days. By the end of 1980 the Harburg plant had accumulated over
1000 hours of operation, the longest continuous run being 10 days.

Critical problems

Refractory life and fouling of the waste heat boiler appear to be critical items.
General operability on a variety of coals has scarcely been proven at any significant
scale.

Refe«ences: 88-90
A25 Texaco
Existing plants

A 0.6 t/h plant has been operating at Montebello, Cal. since 1973. A 6 t/h plant
was commissioned at Oberhausen-Holten, West Germany in 1978 and a 7 t/h plant
is being commissioned at Muscle Shoals, Ala. as a major modification to an
existing ammonia plant.

Operating experience

The Montebello plant has operated for several thousand hours with the largest run
being in excess of 4 days. The Oberhausen-Holten plant has operated for 6500
hours by May 1981 with the longest run being 33 days. At the Oberhausen-Holten
plant slurry concentrations of up to 70% have been demonstrated. This plant has
operated on eleven different coals including lllinois No.6, Pittsburgh No. 8, Utah and
five German coals.

Critical problems

Refractory and temperature-measuring element life appear critical. We have no
information on waste heat boiler fouling except that it appeared toc be an initial
problem at Oberhausen-Holten. The maintenance of high slurry concentrations

(65%+) ‘5 essential for the commercial viability of th2 process.

References: 15, 16, 20, 63-7, 91-4
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A26 BCR BI-GAS and IGT HYGAS
Existing plants

The BI-GAS pilot plant was completed at Homer City, Pennsylvania in September
1876. It has a design coal throughput of 5 t/h at 80 atm. The HYGAS process is
being developed by the Institute of Gas Technology, Chicago, lllinois. A pilot plant
was completed in 1972 and has a design coal throughput of 3 t/h. Both pilot plants
include all the facilities to produce SNG.

Operating experience

The BI-GAS process, developed by Bituminous Coal Research, is a two-stage
slagging gasifier with char recycle. The upper stage has been studied on a bench
scale but the lower stage is essentially unproven. Early runs had problems with
temperature control in the bottom stage of the gasifier, and with recycle line
plugging. There were aiso difficulties with the cyclones or separating char from the
gas stream, probably due to excessive fines. Subsequent problems include
thermocouple failures, difficulties with slag tapping on a continuous basis, char-fiow
problems and severe and dangerous burner overheating (69). Several hundred
hours of operation on a Western coal were reported in 1981. This process remains
unproven on .n Eastern coal.

The HYGAS pilot plant, incorporating a steam-oxygen gasification stage (one of
three methods for producing hydrogen for the upper hydrogasification stages), was
first run on a self-sustained basis in April 1975. In general, runs are scheduled for
10 days, with the longest run to date {on lignite) lasting 27 days. Successful runs
on lllinois No. 6 coal have been reported.

During operation, considerable amounts of fines are elutriated from the bed which
have not been recycled (with consequent low carbon conversion efficiencies). Tar
formation during pre-treatment of caking coal is a serious problem. Further
difficulties have been experienced with agglomeration {(clinkering) in the bottom of
the reactor causing problems with the discharge of ash The pilot plant has only
operated at significantly higher steam flow-rates than used ir the Braun designs
{11,12). Carbon conversion has been in the 60 - 80% rang. compared with the
Braun dasign of 97%.

Critical problems

The main difficulty with multi-stage processes such as BI-GAS and HYGAS is
ensuring steady-state operability. In fact, it is an opeir question whether HYGAS
have ever operated in true steady-state. There are complex control probiems with
the multiple fluidized beds in this process. Without adequate temperature and
recycle char flow measurement, we have serious doubts about the ability of BI-GAS
to maintain steady-state conditions. A thermocouple which can withstand the
environment in the lower stage of the BI-GAS gasifier has not yet been found, nor
is there a reliable method for measuring the recycle char fiow. The problems of
dealing with hot flowing solids at high pressure are compounded by these
instrumentation difficulties. The mechanical problems of slag tapping and overheated
burners appear to have been resolved in other pilot plants, for example British
Gas/Lurgi and Shell Coal.
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Recyle or elutriated fines with HYGAS needs investigation if high carbon conversion
figures are actually to be achieved. The different residence times rejuired with
different coal types suggest difficulties in maintaining design throughput when
handling a wide variety of coal types.

References: 11, 12, 68-71, 95-97
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APPENDIX B TECHNICAL DATA ON PROCESSES

In this appendix, the performance data we have assumed for the gasification

processes are given. There is considerable uncerlainty in the projected performarce

of the processes examined, so that the data presented here are by no means

definitive. As such, they constitute one representative view of process performance, W
serving to define important parameters for the economic analysis. The data ;
summarise the results of the previous EAS report (2) as modified in the light of
subsequent information.

The problem with comparing performance data for the different systems is that they

represent processes at various stages of development. In the case of gasification 3
processes in particular, performance of the gasifier — in terms of raw material i
requirements and gas production and composition, significantly affects the rest of
the plant. Thus, as we discussed in Section 2.3, any uncertainty in the gasifier

performance has a subtle effect on the overall economics by influencing each

section of the plant.

Table B1 shows the assumed properties of the coa! feeds while Tables B2 - B3
show the technical data we have assumed for the various processes.

it should be noted that in all the following tables we have disregarded coal fines.

Further, except where indicated, by-products (other than sulphur} are consumed in

the off-site boilers or superheaters. Sufficient data are presented, however, to make
other assumptions about these by-products.
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TableB1 Coal feed properties

Montana sub- Pittsburgh seam lllinois No.6
bituminous bituminous bituminous
Proximate analysis
(wt% as received)
Moisture 22.0 6.0 4.2
Volatile Matter 29.4 31.9 34.2
Fixed Carbon 426 51.5 52.0
Ash 6.0 10.6 9.6
100.0 100.0 100.0
Ultimate analysis
(wt % dry)
Carbon 67.70 71.50 69.52
Hydrogen 4.61 5.02 5.33
Nitrogen 0.85 1.23 1.25
Oxygen 18.46 6.53 10.02
Sulphur 0.66 4.42 3.86
Ash 7.72 11.30 10.02
100.0 100.0 100.0
Higher heating values
(as received)
GJ/tonne 20.48 28.83 28.45
BTU/Ib 8800 12400 12235
Ash softening point (°C) 1227 17N 1043’
{Reducing atmosphere)
Note:
'Estimated
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Table B2 Coal requirements’

Coal _ Coalto Coalto
Process Coal preparation gasification® off-site boilers |
|
th TJdid th TJdd t'h TJdid ‘
SNG (3000 MWt — 250 x 16° BTU/SD)
Dry-ash Lurgi® Eastern 724 500.67 581 401.88 143 98.78 !
Western 804 394.75 747 366.60 57 28.16
BI-GAS Eastern 574 397.10 491 339.53 83 57.57 |
=T Western 868 426.10 672 330.07 196 96.03 ’
ritish Gas/Lurgi?:
{with Sghiﬂ) Eastern 675 467.22 608 420.95 67 46.27
{with HCM) Eastern 601 416.14 591 408.71 1" 7.43
Exxon Catalytic Eastern 617 426.94 470 324.96 147 101.97
HYGAS (97% conv.) Eastern 618 427.93 544 376.30 75 51.63
{97% conv.)  Western 729 357.99 661 324.33 69 33.65
_— (ISO% conv.) Waestern 826 405.7¢ 778 382.04 48 23.72
ell Coal:
(with Shiit) Eastern 683 472.76 626 433.0¢ 57 39.68
x {with HCM) Eastern 655 453.07 630 435.57 25 17.50
exaco:
(50% slurry) Eastern 803 55E.57 729 504.38 74 51.18
(65% slurry)  Eastern 717 496.06 646 446.89 A 49.17
MCG (3000 MWt — 250 x 10° BTU/SD)
Dry-ash Lurgi® Eastern® 5862 490.17 492° 335.87
British Gas/Lurgi? Eastera® 480° 327.92 477° 325.90
ShellCoal Eastern® 490° 334.21 4843 330.21
Texaco Eastern* £30° 361.88 5087 316.96
MCG (500 MWt -40 x 10° BTU/SD)
Dry-ash Lurgi® Eastern? 963 65.55 813 55.02
British Gas/Lurgi? Eastern® 79° 53.73 78° 53.39
Shell Coal Eastern® 203 54.73 79° 54.09
Texaco Eastern® &7 59.29 83 56.84
Notes:

1. By-products (except suiphur) consumed in boilers. All data rounded and based on higher heating values.
Coal flows in Vh are on an as-received basis.

2. Excessccalfines excluded.

3. 'llinois No. 6coal.

4. Coal:equiredfor pre-drying included where relevant.
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TableB2 Gauifier feeds and products’

Feeds t/h Raw gas (wet basis)
Cold gas
Process Coal Coal Oxygen’ Steam  Nm¥hx 10°  SCF/d x 10° TJid BTUx 10%h  efficiency’ (%)
SNG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi* Eastern 581 289 1356 2 9 3 2 3
Western 747 184 838 g 2 <! 2 &
BI-GAS Eastern 491 206 395 1.80 1613 302 11.93 89
Western 672 222 552 249 2228 301 11.89 91

British Gas/Lurgi*:

{with Shift) Eastern 608 266 194 1.31 1170 361° 14.26° 85

(vwith HCM) Eastern 591 258 189 1.27 1136 351¢ 13.85% 85
Exxon Catalytic Eastern 470° — 6260 L] bk n W i
HYGAS (97% conv.) Eastern 544 11 696 1.27¢ 11358 279° 11.028 745

(97% conv.) Western 661 112 645 2.00° 1795° 3028 11.94° 93°

{80% conv.) Waestern 778 114 763 2.36° 21138 307° 12128 80°
Shell Coal:

(with Shift) Eastern €268 490 11 1.10 986 347 1371 84

(with HCM) Eastern 0308 493 1 1.11 992 349 13.79 84 ‘
Texaco:

(50% slurry) Eastern 729 718 — 2.16 1933 355 14.02 7¢

(65% slurry) Eastern 646 543 — 1.53 1368 352 13.92 79
MCG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi* Eastern’ 492° 230 1093 2.00° 1788° 269¢ 10.63° 80
British Gas/Lurgi* Eastern® 4775 200 158 1.00° 898° 271¢ 10.72° 85
Shell Coal Eastern® 4847 377 8 0.92 826 264 10.42 80
Texaco Eastern® 508" 428 — 1.31 1172 272 10.75 78 *
MCG (500 MWt — 40 x 10° BTU/SD) -
Dry-ash Lurgi* Eastern® 81® 33 180 0.33¢ 294° 445 1.74° 80 4
British Gas/Lurgi® Eastern® 78° 33 26 0.16° 147° a1° 1.76° 85 el
Sheli Coal Eastern® 79° 62 1.8 0.15 135 43 1.71 80
Texaco Eastern® 83° 70 - 0.21 192 45 1.76 78
fNotes:
1. Alidatarounded and based on higher heating values 5. llinois No. 6coal 9. Data not available
2. Asreceivedbasis 6. Var, oiland phenol free 10. Topreheat furnace. Estimated.
3. As100% oxygen 7. Sulphur,ammoniaandCs+free 11. Because of the recycle gas flow these data are not comparable
4. Excesscoalfines excluded 8. Dried before feeding to gasifier
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TableB4 Gasifier product gas'

Not all of this data corresponds to the information in the previous tables - see below

Raw gas analysis (dry basis, vol%]) Higher Calorific Value
Process Coal Hydrogen Carbon Carbon Methane Nitrogen Ammonia Sulphur Others (dry, ammonia,
monoxide dioxide & Argon compounds s;#lmr & C;+ free)
MJ/Nm? BTU/SCF
SNG
Dry-ash Lurgi® Eastern® 394 16.9 315 9.0 1.5 0.1 G.8 0.8% 11.6 294
Western® 41.1 15.1 304 11.2 1.2 — 0.5 05* 121 308
BI-GAS Eastern 30.3 29.7 21.6 15.9 0.3 0.6 1.6 — 14.3 363
Western 823 23.S 284 14.5 0.2 05 0.2 — 13.0 331
British Gas/Lurgi® Eastern 28.0 55.5 4.6 8.0 1.2 0.3 1.7 0.7 14.5 370
Exxon Catalytic Eastern®? 32.17 9.0’ 210F 3277 3.17 3" 0.9’ —7 18.77 474’
HYGAS (97% conv.} Eastern 215 18.1 20.5 16.5 _ 05 1.0 219 15.5 395
{97% conv.) Western 294 25.1 253 17.8 — 0.6 0.3 1.5 15.1 384
Shell Coal* Eastern 26.8 68.5 0.5 18 0.7 — 17 — 13.0 n
Texaco®:
{50% slurry} Eastern 348 42.9 20.2 — 0.6 — 1.5 — 10.0 255
{65% slurry} Eastern 34.6 52.9 10.3 0.1 0.6 — 15 — 113 288
MCG
Dry-ash Lurgi® Eastern? 423 15.1 30.9 8.6 0.4 0.8 1.2 0.7° 11.6 294
British Gas/[ - i® Eastern 28.0 55.5 4.6 8.0 1.2 03 1.7 0.7° 145 370
Shell Coal* Eastern? 30.6 64.1 1.3 —_ 2.6 - 14 — 122 310
Texaco* Eastern? 35.1 51.6 10.7 0.1 1.0 0.2 1.3 — 11.2 286
Notes:

1. Alldatarounded

2. lllinois No. 6 coal

3. Pittsburgh seam data not available

4. Datafrom NCB model

5. From Reference 29. Data or Brz un design not available
6. Tarandoil free

7. Includesrecycle gas
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TableBS5 Gas processing data’

Acid gasre- Thermal loss
Raw gas Shift moval feed Methanation Product Gas in gas
(wet basis) feed (dry basis) feed (dry basis) (dry basis) processing’
Process Coal Nm3%h x 10° SCF/d x 108 % Nm¥%h x 105 SCF/d x 106 Nmh x 10¢ SCF/d x 10f Nm¥h x 10° SCF/d x 108 (%)
SNG (3005 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi Eastern . e 46 . 3 0.77 687 0.31 277 <
Western ' . 3 1.097 9807 0.75 672 0.32 282 .
BI-GAS Eastern 1.80 1613 78 1.03 920 0.69 615 0.32 282 12
Western 2.49 2228 63 1.06 945 0.69 621 0.31 276 12
British Gas/Lurgi:
{with Shift)} Eastern 1.31¢ 11712 998 1.39¢ 1246 0.97 873 0.33 292 20
{with HCM) Eastern 1.24° *137¢ — 7 P B 2 0.29 262 20
ExxonCatalytic ~ Eastern g H — 1.09 977 — — 0.28 247 !
HYGAS (97% conv.] Eastern 1.27° 11354 74 0.82° 7324 0.58 519 0.30 269 13
{97% conv.} Western 2.00? 17954 66 0.93* 836° 0.62 556 0.31 278 13
(80% conv.) Western 2.36% 21134 a2 0.99* 885* 0.69 616 0.32 285 13
Shell Coal:
(with Shift) Eastern 1.10 986 965 1.56 1396 1.05 944 0.0 270 22
(with HCM) Eastern 1.1 998 — 8 ¥ 2 8 0.29 262 22
Texaco: :
:‘, (50% slurry) Eastern 2.16 1933 82 1.98 1777 1.12 1001 0.30 273 23
(65% slurry) Eastern 1.53 1368 87 1.65 1473 .11 993 0.31 273 23
MCG (3000 MWt — 250 x 10° BTU/SD)
Dry-ash Lurgi Eastern® 2.004 1788° - 1.61% 1445° — — 066 587 2
British Gas/Lurgi Eastern® 1.03* 9224 — 0.78* 695* — — 0.74 663 1
Shell Coal Eastern® 0.92 826 - 0.92 825 — — 0.90 802 1
Texaco Eastern® 1.33 1195 - 1.01 906 — — 0.97 873 2
MCG (500 MWt — 40 x 10° BTU/SD)
Dry-ash Lurgi Eastern® 0.33¢ 294 — 0.26° 2374 — — 0.1
British Gas/Lurgi Eastern® 017 1514 — 0.13* 114% — - 0.12
Shell Coal Eastern® 0.15 135 —_ 0.15 135 —_ - 0.15
Texaco Eastern® 0.22 196 — 0.17 148 — — 0.16
Notes.

1. Alldatarounded and based on higher heating values 5. lllinois No. 6 coal

2. WetBasis 6. Shiftdesigned for 100% raw gas feed

3. Datanotavailable 7. Sulphur,ammonia and C,+ free

4. Tarandcilfiee 8. Because of the nature of the process
these data are not comparable




TahleB6 Steam and power plantdata’
Steam flows (t/h) Fuel to off-site boilers & superheaters (TJ/d)
Process & Power
Gasifi Pr i e Seal
asifier ocess  require- iler 2 i ~
Process Coal steam? generation’ ments* generation Total Ammasa | Fhanhls f?:l:a & char
SNG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi Eastern 1356 1584 1916 1688 68 130.14 2.51 1.21 27.64 98.78
Western 838 954 1263 1147 53 83.08 2.86 4.55 47.51 28B.16
BI-GAS Eastern 525 1153 1228 600 67 59.82 2.25 - - 8757
Western 671 1239 1938 1370 72 97.91 1.88 - —_ 96.03
British Gas/Lurgi:
(with Shift) Eastern 194 1496 2628 1326 68 96.21 1.07 1.72 47.15 46.27
(withHCM) Eastern 189 1550 1747 386 68 55.92 1.04 1.67 45.78 7.43
Exxon Catalytic® Eastern 626 559 1181 1248 128 106.53 4.56 — — 101.97 :
HYGAS (97% conv.) Eastern 696 1085 1055 666 40 69.43 1.88 — 15.92 51.63
(97% coriv.) Western 647 749 874 772 38 53.23 1.81 — 20.77 33.65
{80% conv.) Western 762 698 856 920 38 65.88 2.13 — 18.16 49.59
Sheli Coal:
{with Shift) Eastern 10 2739 2824 95 67 39.68 — — — 39.68
{withHCM) Eastern 1 1969 1958 — 677 17.50 — — — 17.50
2 Texaco:
© (50% slurry) Eastern — 2985 2985 — 677 51.18 — — - 51.18
{65% slurry) Eastern — 2626 2626 = 67’ 49.17 _ - — 49.17 -
MCG (3000 MWt — 250 x 10° BTU/SD) .
Dry-ash Lurgi* Eastern® 1092 591 673 1174 27 100.26 2.85 3n 29.38 64.31 -
British Gas/l.urgi Eastern® 157 239 556 474 18 42.17 0.77 1.32 38.08 2.00
Sheli Coal Eastern® 8 765 822 65 24 5.52 — — 1.52 4.00 =1
Texaco Eastern® — 1027 1027 — 27 16.40 — — 1.48 14.92 =
x!
MCG (500 MWt — 40 x 10° BTU/SD) [ 2
Dry-ash Lurgi Eastern® 179 97 110 192 45 16.42 0.47 0.61 4.81 10.53 -
British Gas/Lurgi Eastern® 26 39 91 78 30 6.93 0.13 .22 6.24 0.34 -
Shell Coal Eastern® 1 125 135 1 4.0 0.90 — 0.25 0.65
Texaco Eastern® — 168 168 — 44 2.68 — — 0.2 2.44 it
Notes: 5
- d
1. Alldatarounded and based on higher heating values 8
2. Grossrequirements -
3. Includes sulphur and methanation plant generation, etc. i . i
4. Excludes gasifier steam. Net total. T
5. lllinois No. 6 coal -
6. Includes charfrom gasifier B
7 Excludes export power 19 i
8. Somefuel gasis alsoused in process heaters !




TableB7 Parallel processing streams

Coal Feed

quench, shift,
acid gas Gasifiers
Coal removal, (spares Oxygen

Process preparation methanation included) Plants
SNG (3000 MWt 250 x 10° BTU/SD) 2
Dry-ash Lurgi 1 4 285(%) 3
BI-GAS 1 2 3(1) i
British Gas/Lurgi 1 3 18(3) 3
Exxon Catalytic 1 42 5(1) —
HYGAS 1 2 3(1) 2
Shell Coal 1 3 8(2) 5
Texaco:

50% slurry 1 4 8(2) 8

65% slurry 1 3 8(2) 6
MCG (3000 MWt — 250 x 10° BTU/SD)
Dry-ash Lurgi 1 4 25(4) 3
British Gas/Lurgi 1 3 15(3) 3
Shell Coal 1 3 8(2) 4
Texaco 1 3 8(2) 4
MCG (500 MWt—40 x 10°BTU/SD)
Dry-ash Lurgi 1 2 5(1) 2
British Gas/Lurgi 1 2 3(1) 2
Shell Coal 1 2 3(1) 2
Texaco K 2 3(1) 2
Notes:
1. Two streams for Western coal.
2. Twostreams for acid gas removal and downstream sections.
3. Threestreamsfor Western coal.
4. Datanotavailable.
5. Western coal.
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TabisB8 Overall plant performance’

Cool Product Export Overali Raw Water
Process Coal Requirements Gas Powe:r Thermal Requirements
{TJid) TJid) (MWe) Efficiency®(%) {vd)
SNG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi® Eastern 500.67 263.65 — 52.7(55.4) 61100
Western 394.75 263.65 —_ 66.8(70.4) 10000
BI-GAS Eastern 397.10 263.65 — 66.4(66.6) 40300
Western 426.10 263.65 — 61.9(62.0) 13800

British GadLua’:

{with Shift) Eastern 467.22 263.65 — 56.4(60.6) 65500

{with HCM) Eastern 416.14 263.65 — 63.4(67.3) 58300
Exxon Catalytic Eastern 426.94 263.65 — 61.8(62.2) 46000
HYGAS (97% conv.) Eastern 427.93 263.65 — 61.6(63.1) 45800

(97% conv.) Waestern 357.99 263.65 — 73.6(75.0) 11200

{80% conv.) Western 406.76 263.65 — 65.0(66.6) 10300
Shell Coal:

{with Shift) Eastern 472.76 263.65 — 55.8(55.8) 51800
T (with HCM) Eastern 453.07 263.65 18 59.1(59.1) 52900

exaco:

(50% slurry) Eastern 655.57 263.65 58 49.9(49.9) 73900

(65% slurry) Eastern 496.06 263.65 52 55.6(55.6) 61600
MCG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash LurEP Eastern® 400.17 263.65 — 65.9(68.5) 38300
British Gas/Lurgi® Eastern® 327.92 263.65 — 80.4(B2.5) 18800
Shell Coal Eastern* 334.21 263.65 — 78.9(78.9) 26000
Texaco Eastern* 361.88 263.65 — 72.9(72.9} 34900
MCG (500 MWt — 40 x 10 BTU/SD)
Dry-ash Lurgi® Eastern® 66.55 43.19 — 66.9(68.5) 6300
British Gas/Lurgi® Eastern* 53.73 43.19 — 80.4(82.5) 3100
Shell Coal Eastern* 54.73 43.19 — 78.9(78.9) 4200
Texaco Eastern? 59.29 43.19 — 72.9(72.9) 5700
Nates:

1. Alldata rounded and based on higher heating values.

2. Defined as heat in cold gas/heat in totat coal feed with by-products burnt.
Figures in brackets assume export of by-products.

3. Cxcesscoal fines excluded.

4. lllinois No.6coal.
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APPENDIX C CAPITAL COST DATA

In examining plant costs it is important to recognise that, in general, all large
plants, including coal-based gasification plants, have the following characteristics:

(i) The plants take several years to design, order and construct. This implies
that the variation of labour and equipment costs over this period must be
considered.

(i) The equipment in plants is not generally available “off-the-shelf”, i.e., it is
manufactured singly or in small numbers specifically for the project in
question. This characteristic holds even for the relatively small, 500MWt
(40 x 10° BTU/SV) MCG plants considered in this report. Only rarely is a
list price available; usually, costs of equipment are determined as a result
of commercial negotiations.

(iii) The workload in both the process plant fabrication and contracting
industries has always been highly cyclical in nature and wide variations in
profitability and hence price of the plant can be expected.

(iv) In general, plants are located some distance from the source of
manufacture of the equipment, and transport costs are inevitably incurred.
There may be restrictions on the maximum size of equipment that can be
transported to a particular site — this has obvious cost implications.

(v) Only very rarely are plants constructed with a pre-existing labour force
(pipe-fitters, weiders, electricians, etc.). Almost invariably the bulk of the
construction labour force is mobilised specificaliy for a particular project. In
the member countries this implies the use of !ocally available labour
whose quality (productivity) and cost can be expected to vary from area
to area.

Thus, major assumptions are built into all estimates of plant costs however well
defined the plant design might be and these continue to apply, to « greater or
lesser extent, until the plant is actually built and operating. Obviously, between the
very first estimates for a given plant and the final estimates the scope for error
decreases and the accuracy correspondingly increases. The use of a contingency
factor (1) is a reflection of this uncertainiy. The approach taken by EAS to the
problems outlined above is discussed in the next section.

Ci1 METHODOLOGY

Capital cost estimates can be considered in two parts — physical costs, which
represent the actual purchase and installation of the plant itself, and those
additional factors which are essentially judgmental in nature, such as process
contingency allowances. The relative importance of the two categories is illustrated
by the following figures, taken directly from a cost estimate for a large SNG plant
based on the dry-ash Lurgi process, prepared by Braun for US DOE and GRI (12)
and escalated forward to mid-1979 dollars. Other processes shown in this particular
report have a generally similar capital analysis.
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$x10° %

Installed plant costs 825 48
(except general facilities)

General Facilities 92 5
Contractors fees 102 6
Contingency 151 9
Escalation 313 18
Interest during construction 250 14

1733 100

Only the first two cost categories represent the purchase and installation of the
plant itself. Indeed, in this particular example, even the cost of the general facilities
was estimated simply as percentage of the first category. In conceptual estimates,
of which this example is typical, the last four items, representing nearly half the
total cost, are all add-on factors. Of these, the ~ontractor’'s fee would be a function
of the design and management effort, while the other three are all essentially
judgemental additions. Because of the factorial nature of these items and their
magnitude, it is obviously important to ensure that the basic installed plant costs
are adequately defined and complete, and that all the add-on factors are treated
comparably.

Because of the importance of capital cost data in the calculation of product prices,
an attempt has been made to obtain comparable data for each of the processes.
We have attempted to disentangle physical costs and additional costs using the
basic capital costs estimates taken from published sources. Turning to Table B2, it
can be seen that even for a given, well-defined process (dry-ash Lurgi for SNG)
there are very large variations in the published data, even after excluding all the
non-physical, judgemental costs as far as possible. It is clear from this table that,
as we outlined in Section 2.1, a different approach is necessary if we are to obtain
a realistic estimate of the relatively small differences between processess. It is
necessary to obtain a single, consistent set of cost estimates and use these as a
basis for estimating the cost of each plant section for each process. Having done
this, we can then present a set of self-consistent estimates of the purchase and
installation costs for each of the processes. In turn, these were checked against
published data from other sources. These estimates are given in Section C.2 for
SNG and Section C.3 for MCG.

This approach has only been possible for data on North American coals. No data
of comparable detail based on other coals have been found. Our unpublished work
on the subject of international cost comparisons concluded that there are indeed
substantial differences between capital costs in different EAC member-countries.
However, these differences are generally much less than the uncertainty in any one
individual estimate and, moreover, are frequently of a subjective nature. For
international projects, subjective judgements need to be made on:

- the appropriate currency exchange rate

- the likely inflation rate in each country during the design and construction
phase

- the assumed source of major items of equipment

- obstacles to free movement of these items.




By far the most significant assumption that has to be made concerns labour
productivity in different locations. Labour productivity can vary dramatically even
within a single country (98), and obviously, past performance is no more than a
guide to future experience — a relevant consideration when the construction period
extends over several years.

However, the purpose of this report is technology comparison, and there is no
reason to believe that the make-up of the costs is significantly different between the
processes under consideration. Hence, the results chould be valid for all the
member countries.

C.11 Capital cost escalation

One significant comporent in comparing cost data is the need to put the data on a
comparable time basis. Two distinct elements must be recognised: First, estimates
performed in different years include some implicit recognition of inflation over the
years. Second, in general, estimators make some explicit recognition of the
escalation in plant costs likely to occur between the start of a project and its
completion. With respect to this escalation during construction we have made the
assumption that this will not occur, ie, we use mid-1797 US dollars. With respect
to general inflation, we have extrapolated cost estimates prepared in previous years
using the Chemical Engineering Plant Cost Index (99-100). This Index was
established in 1963 and gives a measure of the escalation of materials, equipment
and labour costs since 1947. The annual averages for the period 1974 - 79 are
given below.

TableC1 CEPlantCostindex-Annual Averages

Year Index
1974 165.4
1975 182.4
1976 192.1
1977 204.1
1978 218.8
1979 238.7

As with most cost indices, the CE Plant Cost Index is based on a mix of materials
and labour costs considered by its authors to be representative of oil and chemical
plant design and construction costs. Several other indices are published, but
certainly this US-based index commands as wide a support as any other within
the oil and chemical industries. It is generally accepted that over relatively small
time-periods (say, three or four years), and excluding periods of very rapid
escalation of plant costs, eg the aftermath of the 1973 - 74 surge in oil prices,
virtually any index can be used withcut serious error.

Over long periods, or in some exceptional cases, serious deviations can occur
between actual plant costs and those predicted using these indices. This is
particularly true for very specialised equipment — most gasifiers probably fall into
this category. Apart from this type of equipment, there is little reason to suppose
that a specific cost index for a coal conversion plant would differ markedly from
those already used in the oil and chemical industries. However, no index can
account for changes in the design caused by revisions to design requirements, for
example, to meet more severe environmental regulations.
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C1.2 Effect of scale on capital costs

One other area of difficulty meriting specific attention is the effect on capital costs
of different plant sizes. There are capital cost benefits of scale which extend to the
size of plant under consideration {101). It is necessary to relate the estimates of
different sizes of plant back to some common denominator.

Williams (102) was perhaps the first to draw attention to what is now known as
the ‘six-tenths factor’, which in its simplest form can be expressed as:

b= Goe

where | is the fixed capital investment
k is a constant
and C is the capacity of the plant or plant section

Williams work was extended by Chilton (103) to cover a wider selection of
processes and plant sizes. In reviewing the work of both Chilton and others, Cran
(104) showed the wide variations in this power factor - from as low as 0.33 to as
high as 0.91. The work by Taylor et al (105) of ICl suggests that some of this
spread may arise because the power factor is itself a function of capacity; that is,
the cost/capacity relationship is not 2 straight line when plotted on log-log graph
paper. This conclusion was reached on the basis of an analysis of actual plant cost
data and has been confirmed, at 'east in outline, by Burgert (106) of BASF and by
DSM (21).

Accepting Taylor's premise and extrapolating his curve to the gasification capacities
that we are considering (500 — 3000 MWt) gives a power factor of about 0.81. The
same curve gives a power factor of about 0.66 in the range of 300 — 600 MWt.
The degree of extrapolation is substantial, however. Unreported studies which EAS
have commissioned give factors of 0.77 (Humphreys & Glasgow) and 0.80 (Fluor)
while Lummus in their work for Saskatchewan Power (73) give a range of 0.80 to
0.85 and suggest that below 1600 MWt a factor in the range 0.60 — 0.65 is more
representative.

Thus, we can see substantial agreement between both plant operators and
contractors covering a wide range of plant sizes. We have adopted power-factors of
0.75 and 0.80 for individual plant sections and adjusted them for the number of
parallel processing streams. We have used the 0.80 power factor for those parts of
the plant, such as coal preparation, feeding, and gasification which can be expected
to have a higher power-factor.

Cc.1.3 Project contingency allowance

A project contingency is added to reflect uncertainties in the estimation of the
capital cost of a plant. These may arise in two ways. First, it is impossible to
eliminate, even with a detailed estimate, all uncertainty concerning details of
quantities and prices of small items, let alone labour productivity during installation.
This applies to a greater or lesser extent to all items and all plants, though the
less well-defined the plant (or the less mature the technology), the greatei the
uncertainty. Second, during the design and construction phase of even well-defined
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{but complex) plants, such as conventional coal-fired power stations, small design
changes may be required, sma!l errors will be corrected, and other unavoidable
extra costs inay be incurred. In general, a percentage factor is added to the capital
costs to cover these contingencies. In this report, a straightforward 15% project
contingency allowance has been used. Inherent in this figure is the assumption that
each plant will not be the first of its type.

C14 Other capital cost item:
Contractors fees

This item relates to the fees paid to the contractors responsible for the design and
construction. In reality, these fees would be a complicated function of the materials,
equipment, labour and supervision supplied by the contractors. To this should be
added the costs of contractor’'s items such as soil and environmental consultants. A
camplex approach is unwarranted; a ccost representing 10% of the total capital cost
has been used. Obviously, this has not been done where the cost data is already
quotad on an inclusive basis.

Licensors fees

This item relates t0 the cost of obtaining a licence to use specific processes and
the costs incurred by the licensor in providing the basic data for the design of the
plant. All the processes involve one or more licensed sections — typically the
gasifiers, acid gas removal, and sulphur recovery. While licence fees are obviously
negotiable, a typical figure would be 6% of the capital cost of the licensed plant
section. Large parts of the plent are clearly not licensed processes, and we have,
therefore, used a factor of 2.5% of total capital cost, which is the same as for the
EPR! reports prepared by Fluor (14-17). To simplify the treatment, the royalty has
been treated as a lump-sum payment during the final year of construction of the
plant. In reality, payments would be staggered throughout the design and
construction phase, and an annual running royalty may be payable in addition.

Initial catalyst and chemicals

We assume that all the inventory of catalyst and chemicals would be consumed at
the end of the plant's working life. This is exactly equivalent to treating this item
as part of the working capital.

C2 SNG PLANT COSTS

As indicated above, the end-product of the data presented in this section is
comparability rather than absolute accuracy. All the data are based ultimately on
conceptual studies and none of it represents actual costs.

We have assumed the use of the Selexol process for the removal of acid gas -
mainiy carbon dioxide and hydrogen sulphide. This process has not been
demonstrated for coal gasification, though it is included in the Texaco
demonstration plant at Muscle Shoals, Alabama (94). Its ability to handie traces of
tar and naphtha is unclear. The selection of a particular acid gas removal process
is related to the precise composition of the gas being treated (107-109) and also
to the cost of the energy required to remove the acid gas. The acid gas removal
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step has a measurable effect on the economics of SNG production both directly in
terrns of capital investment and indirectly in terms of steam and power
consumption.

Where start-up or other operational considerations are relevant, and this applies
especially to processes with a high degree of heat recovery, such as Shell Coal and
Texaco, we have tried to ensure that all the equipment is adequately sized
(especially the boiler plant). As far as possible, equipment redundancy. particularly
spare gasifiers and the number of process trains, have been made consistent
throughout.

Table C4 shows the comparative data we have derived, while the following sections
indicate the sources of our data, etc.

C.21 Dry-ash Lurgi process

Dry-ash Lurgi process capital costs have been examined from a variety of sources
{11-13,17,21,73-77). Results are given in Table C2, where the costs allocated among
the various plant sections are presented for a standard-size plant. The spread of the
data for total capital cost is noteworthy and tnis extends down to the various plant
sections. Moreover, the later estimates tend to show higher costs (43). The effects
of plant location and coal properties are alsc clearly significant. We believe that the
differences between the twc Braun estimates {about 10%) arise almost entirely from
the change in coal feed.

As indicated in Section 2.1, the work by Braun (11,12) represents the most
comprehensive and comparable data available. We have used these data, with some
modifications. Thus, we have included a 5% process contingency for the oxygen
plants. This is in line with Conoco (23). For the oxygen plants we have used Union
Carbide cost and energy data (110) since this is the most consistent data we have
seen. We have used a conventional Claus plant, with tail-gas cleaning, for sulphur
recovery and non-regenerable flue gas desulphurisation rather than the integrated,
but unproven, IFP Clauspol 150 process. This reflects the later Braun work (107-108)
and represents a more nearly optimal process selection for these steps whenr
compared with the original data. We have pro-rated TVA data (20) for the sulphur
plant and tail-gas clean-up. For the boiler plant, with flue gas desulphurisation we
have used the Mobil/Lurgi data (13) which assumed the incineration of the sulphur
recovery off-gas in the boiler itself.

Such data as we have available suggests that typical figures for the cooling water
system and balance-of-plant are 2 and 14% of total capital investment, respectively
(in both cases, capital cost before including these items). We have used these
factors so as to represent more effectively the changes in total plant costs. One
further revision has been to adjust the coal preparation piant investment to reflect
the consumption of by-products in the steam plant.
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TableC2 Dry-Ash Lurgi SNG plant installation costs'

Client BC Hydro DOE/AGA DOE/GRI PG&E — Wesco Sask. Power Grest Plains
Contractor Lummus Braun/Fluor Braun/Fluor Fluor Lurgi Fluor Lummus Lummus
Location B. Columbia Western Eastem Wyoming U.g New Mexico  Saskatchewan Wyoming
Study date Sep 75 Jan 76 Jan 76 ist Quart 76 1976 Jan 77 Jul 77 1978
Plantsize {10°BTU/SD) 2425 250.0 250.0 270.1 262.8 268.5 30.3° 1346
{MWt) 2960 3052 3052 3297 3209 3290 1645
Mid-79 Escalated cost for 3052 MWt piant ($ x 10°)?
Coal preparation &
handling 58 575 245 37 93 118 106 110
Casification & quench 125 269'? 3602 163° 233 168 115 178
Oxygen 84 92 129 114 129 112 122 113
Ash handling 15 4 4 34° -9 38 31 1534
CO shift & gas cooling 33 - 2 227 35 62 48 228"
Acid gas removal 89 164 141 144 115 177 130 -9
Sulphur recovery 19 76 115 60 35 37 31 o
Methanation 47 83’ 662 49 7014 70 60 59
Gas compression & drying 12 A -8 14 S 1 24 -~
Gas liquor separation 15 2 -9 23 81'4 29 22 P
Phenolsolvan 47 =) 2 31 - 36 56 -
Process condensate
treatment 7 27 31 - S 20 15 -8
Steam and power plant 12" 251 222 112" 210 187" 84" 126"
Balance-of—fplam 61 148 200 157 162’ 118 117 358
Correction for power,
steam imports 226 - - 39 - 72 197 139
Total {excluding contingency, interest during construction, start-up costs,
working capital, initial catalysts and chemicals, royalties)
851" 171 1292 10598 1163"7 1148"7 10487 1464"
Reference (56) (9) (10) (40)(58)
Notes:
1. Alldatarounded and in mid-79 $x 10% Higher heating values used.
2. 0.80 capacity expcnent used except where shown.
3. 0.75capacity exponent used.
4. Excludes coal preparation.
5. Excludes some coal handling - included under gasification.
6. Includec gascooling.
7. Excludes gas cooling.
8. Includes effluent water treatment.
9. .ncluded elsewhere.
10. Steam and power imported.
11. Powerimported
12. includes CO shift, gas liquor separation, Phenolsolvan.
13. Includes gas compression,
14. Includes process condensate treating, Phenolsolvan.
15. Includes acid gas removal & sulphur recovery.
16. Includes ash handling.
17. Noinformation on initial catalysts and chemicals or royalties.
18. Includes intial catalysts and chemicals.
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c22 British Gas/Lurgi process

We have used the Conoco data (23) for the gasification, gas liquor seperation,
Phenolsolvan and ammonia recovery sections and Mobil/Lurgi (13) for
conventional CO-shift section. For the HCM combined shift-methanation route we
have used Mobil/Lurgi for gas cooling and Braun (11) for the HCM section. We
have assumed that HCM catalyst behaves in the same way as a conventional
methanation catalyst b * <osts twice as much. For the rest of the process and
offsite units we have used the same basis as dry-ash Lurgi adjusted for the
different flows and compositions.

.23 Exxon Catalytic process

Virtually all the pilot plant work by Exxon (24,25,61,62) has used lllinois No. 6 coal.
Braun (26) have presented information based on the same coal but with
adjustments suggested by Exxon to refiect the use of Pittsburgh seam coal. In the
absence of pilot plant experience, these can only be approximate.

We have had to largely infer the plant steam balance from data supplied to us by
Exxon {21) and from the published reports by Exxon (24,25,61,62) and Braun (26).

The effect of these approximations is to add an additional element of uncertainty,
which is not present for the other processes.

C24 Shell Coal process

The yield data for this process were obtained using a development of the National
Coal Board's ARACHNE equilibrium model (18). This model was validated against
the DSM equilibrium model {19) and data frormn Braun (20), Fluor (15) and Shell
{21). We assumed that the ash would contain 2% carbon and that the feed coal
would be dried to 2% moisture.

The composition of the quenched and cooled raw gas implies that 96% of this gas
would require conversion over a conventional sulphur-resistant CO-shift catalyst to
provide the desired methanation feed gas composition. We have assumed that the
CO shift facilities would be sized to take 100% of the gas. Additional steam would
be required to provide a 2:1 steam to CO ratio. For the HCM combined
shift-methanation route we have made the same assumptions as we did with British
Gas/Lurgi.

The nature of the data supplied by Shell has necessitated some significant process
assumptions. We assurned that eight parallel gazification, waste heat boiler, colids
removal and recycle gas compressor trains each with its own coal pressurising and
feeding system would be required. Two complete spare trains have been included.
Separate cooling of the recycle gas coupled with a reduction in size, or even
elimination, of the waste heat boiler could reduce capital costs when using the
conventional CO-shift catalyst. We have assumed that heat cannot be economically
recovered from the iew gas below 90°C (184°F). This assumption is similar to the
assumptions made by Braun (11,12), Fluor {14-17) and Concco (23), but differs from
Shell’s assumption of 25°C (21).
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We have estimated that the start-up of a single gasification train would require an
additional 640 t/h of high pressure steam from an off-site boiler, which we included
in our estimates. The normal steam requirement for this boiler is very low (100 th
with the conventional shift and nil with the HCM route) and this implies s~me
non-optimisation in the steam system. We do not think, however, that substantial
improvements in capital and/or operating costs can be made.

We assumed that the cost data supplied to us by Shell includes engineering costs
and fees but not process royalties. We also assumed 8% escalation from the
middle of 1979 to the Shell base-date of mid-1980.

C.25 Texaco process

As for Shell Coal, we have used a development of the National Coal Board's
ARACHNE equilibrium model as our source of data. We assumed that the ash
would contain 2% carbon. For the capital cost of the gasification and quench
sections we used the data presented by Braun to TVA (68). As for Sheli Coal, the
composition of the quenched and cooled raw gas implies that virtually ali this gas
rerniires shifting to provide the desired methanation feed-gas compaosition.

We assumed that eight gasifiers and waste heat boilers would be required
(including two spare units). We also assumed four coal grinding and slurrying
trains.

The estimatcd start-up steam requirements are 780 and 960 t/h for the 50 and 65%
slurry cases, respectively. In both cases the process generates surplis power under
normal ruaning conditions. Substantial start-up boilers are therefore required. As
with Sha!/l Coal this is non-optimal, though we do not think that substantiai
improvernents in capital and/or operating costs can be made.

C.26 BCR BI-GAS & IGT HYGAS Procusses

The reports by Braun {11,12) contain virtually the only comprehensive data on these
processes There are some comparatively minor discrepancies in the cost data,
which we have tried to eliminate. In addition, we have included spare coal feeding
equipment, where appropriate, since we do not feel that an entire plant should be
nut in jeopardy by a single conveyor, for example. We have also included a single
spare gasifier: we feel that this is an absolute minimum.

As discussed in Section 4.6 the data provided by IGT to Braun for the HYGAS
process assumes a very high carbon conversion (37%) and a low steam
consumption. Based on pilot plant results {71), we have increased the reactar steam
consumption by 30% and made the assumption that this will appear as excess
steam to be ccndensed. Since we are unable to revise the material balance to
maintain haat balance, we may have treated this change optimistically.

We examined the effect on the HYGAS process of changing the carbon conversion
with a Western US sub-bituminous coal. The assumptions we made and the

results obtained are summarised in Table C3. Apart from throughput effects, we
assumed that the cost of handling the ash or char leaving the gasifier does not
change as its compousition goes from 19 to 72% carbon. We also assumed that the
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TableC3 Effect of carbon conversion on IGT HYGAS process'

Carbon conversion 97% 90% 80% 0%
Coalto process %) 100 106 118 127
Ne: boiler heat duty? (%) 100 114 147 173
Carboninash{%) 19 47 64 72
Assumed carbon recovery in boilers (%) NIL 80 80 80
Coal to boilers™ (%) 100 79 70 49
Total coalto plant {%) 100 104 113 119
Mid-1979$ x 10°
Coal preparation & handling 80 83 B8 93
Gasification CO-shift & gas ceoling 175 181 186 191
Oxygen plant 60 61 €1 59
Acid gas removal & sulphur recovery 166 166 167 169
Methanation & drying 42 42 42 42
Ash & char handling 13 26 4 42
Process condensate treatment 101 110 124 134
Steam & power 177 187 208 N
Cooling water system 16 17 18 19 -
Balance-of-plant 114 120 128 133

Total (excuding contingency, interest during
construction, start-up costs, working

© capital) 944 993 1056 1103

o Contingency (15%) 142 149 158 165
Process royalties {2.5%) 27 29 30 32
Notes*
1. Alidatarounded. Western US coal 5
2. After consumption of by-products. Includes superheater duty s %
3. After consumption of ash/char. Includes superheater duty --‘__’r 14

.
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TebleC4 Comparable SNG plant installiation costs
—3000 MWt (250 x 10° BTU/SD) Plant

British Exxon Shell
Process Dry-ash Lurgi BI-GAS Gas/Lurgi Catalytic HYGAS Coal Texaco
Coal Eastern Western Eastern Western Eastern Eastarn Eastern Western Western Easterr: Eastern Eastern
(Shift) (HCM) (97% conv) (80% conv) (Shift] (HCM) (50% slurry)(65% slurry)

Coal prepn. & handling 27 29* 97 96 284 284 7/ 83 80 88 764 77* 29° 1184
Coal pre-treatment —_ — — — = = = 72 — — — — — -
Gasification, CO-shift

and gas cooling 3592 2692 205 210 2422 1382 247 235 175 186 3842 2867 434* 425*
Oxygen plant 117 75 98 113 110 107 — 60 60 61 236 238 352 266
Acid gas removal and

sulphur recovery 194 179 206 180 217 233 147 191 166 167 295 329 440 308
Methanation or HCM,

compression, drying 66 73 41 42 77 166 141° 38 42 42 75 105 80 79
Ash & sludge handling 14 1 17 13 15 14 18 14 13 34° 20 20 24 21
Process condensate

treatment 247 27’ 41 52 427 10’ 33 91 101 124 51 2 43 43
Steam and power 345 250 182 275 276 163 310 198 177 208 142 12 164 156
Cooling water system 23 18 18 20 20 17 21 20 16 18 26 24 33 28
Balance-of-plant 161 128 124 137 141 120 239¢ 137 114 128 179 165 234 199

2 Total (excluding contingency, interest during construction, start-up costs, working capital)
1330 1059 1029 1138 1168 996 1233 1139 944 1056 1484 1370 1933 1643

Contingency (15%) 200 159 154 7 175 150 185 171 142 158 223 205 290 246
Process royalties (2.5%) 38 30 38 33 34 29 35 33 27 30 43 39 56 47

Notes:

1. Alldats rounded and in mid-79$ x 10°

2. Includes gas liquor separation & Phenolsolvan

3. Included elsewhere

4. Some of the coal feeding costs are included in the gasification section

Cryogenic unit
Includes catalyst recovery {$74 x 10°) and chemicals handling ($16 x 10°)
Excludes gas liquor separation and Phenalsolvan

Includes char handling
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char could be burnt in the offsite boilers when its carbon content excesded 47%,
without any cost penalties (other than throughput effects). While we are confident
that this could be done in a fluidised bed, no work has been done on this and
hence any estimate of combustion efficiency and capital cost must be regarded as
speculative.

C3 MCG PLANT COSTS

As with the SNG costs given in the previous section, we have aimed at
comparability rather than absolute accuracy. In particular, equipment redundancy,
especially spare gasifiers and the number of process trains, has been made
consistent throughout. We have assumed that CO and complete CO, removal will
not be required for this type of industrial fuel gas. This gas would be unsuitable
for either synthesis or domestic purposes without substantial additional processing
costs. We have again used Selexol to remove the acid gases — in a single-stage
process. The selection of a suitable acid gas removal process significantly influences
the economics of MCG production. Table C6 summarises the comparative data we
have developed, while the following sections indicate the sources of our data, etc.

C.3.1 Dry-ash Lurgi process

We do not have as extensive data on the capital costs of dry-ash Lurgi MCG
production as we do on SNG. Such data as we do have are presented in Table C5
and are clearly conflicting even after allowing for different coals and processing
schemes. For the purposes of comparability we have taken the Fluor data as
representative, though we have modified them extensively by bringing them into
line with the process and capital cost assumptions made for SNG. Thus, for
example, Braun data have been used for the coal handling and preparation
equipment, and we have used the Selexol process for acid gas removal. We have
assumed proportionately the same numbers of spare gasifiers and associated
equipment (see Table B7). We assumed that the product gas will be required at a
battery-limit pressure of at least 17 atm. This implies deletion of the gas expanders
{and hence surnlus power production) and requires consumption of the low-pressure
acid gas removal flash gas in the off-site boilers. We have also assumed that these
off-site boiiers consuime coal, with flue-gas desulphurisation, rather than using a
portion of the product gas.

C3.2 British Gas/Lurgi process

We have used the Conoco data (23) for the gasification, gas liquor separation,
Phenolsolvan and ammonia recovery sections. We have made the same
modifications as we made for the dry-ash Lurgi process, outlined in the previous
section. The most significant changes are the change in raw gas composition to
reflect the data supplied to us by British Gas (21), the deletion of the gas
expanders and the consumption of coal in the off-site boilers {(with flue-gas
desulphurisation).

D R e e I P &5 4
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TableCS Dry-ash Lurgi MCG plant installation costs'

Client - BC Hydro
Contractor Lurgi Lummus
Location — B. Columbia
Study date 1974 Sept 75

thosu%bm
(10°BTU/SD) 75.4 229.5° !
(MWt) 920 2802° 1610 1831
Gas hesting vaiue
) 423-444 300 302 424 307
(MJ/Nm?) 16.7-17.5 1.8 11.9 16.7 121

Mid-79 escalated cost for 500 MW plant ($ x 10°)?*

Coal preparation &
handling 1 8 23
Gasification & quench 22 354 28
Oxy?‘an plant 13 35 26
Ash handling 1 =5
Gas cooling 2 29 3
Acid gas removal - 177 -
Sulphur recovery = 4 S
2 .5 5
9 5 13

w

Gas liquor separation
Phenolsolvan
Process condensate
treatment 1 44°
Steam and power plant 3 49° 33
Balance-of-plant 8 5
Correction for power,
steam impcrts 67'° 8" 4 g

Total (excluding contingency, interest during construction start-up cosus,
working capital, initial catalysts and chemicals, royalties)
52 143 225 246" 204

Reference {62) {56) {14) (63) (55)
Notes:

All data rounded. Higher heating values used.
0.80 capacity exponent used.

Stretford process assumed.

Includes ash handling.

Included elsewhere.

No cost breakdown presented.

includes suiphur recovery.

Includes gas liquor separation, Phenolsolvan.
includes balance-of-plant.

Steam and power imported.

Power imported.

=

[ a
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Includes gas storage, mine, start-up costs, initial catalysts and chemical royalties.
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Cc33 Shell Coal process

The National Coal Board's ARACHNE equilibrium model was used to obtain the
basic process data. We used 98% oxygen as assumed by Fluor. Use of 90%
oxygen, as assumed by Shell, is obviously applicable to all the MCG processes.
This would reduce the oxygen plant costs with only minor increases elsewhere. The
overall economic effect is likely to be small, however (111).

As with the SNG plant data, described in Section C.2.4, we have made some
significant process assumptions. Thus, for the 500 MWt plant we have assumed that
three parallel coal pressurising and feeding systems, gasifiers, waste heat boilers
and solids removal trains would be required. This includes one complete spare
train. Common equipment, for example, recycle gas compressors - could reduce
costs. We do not have enough information to make the appropriate adjustments.

50 t/h of additional steam is required to start-up one train of the 500 MWt plant.
We have assumed an off-site boiler sized to provide this additional quantity (ie
above the normal demand). As noted greviously, this is not an optimal situation.

We assumed that an acid gas removal feed temperature of 38°C (100°F) is required
and that heat cannot be economically recovered from the raw gas below 60°C
(140°F). This is similar to Fluor (14-17), but differs from Shell’s assumption (21) of
25°C (77°F).

We assumed that the cost data supplied to us by Shell included engineering costs
and fees but not process royalties. We also assumed 8% escalation from the
middle of 1979 to the Shell base-date of mid-1980.

C34 Texaco process

The National Coal Board's ARACHNE model was used to obtain the basic process
data. We have used data supplied by Texaco and presented by Braun (20) for the
capital cost of the gasifiers. These costs can be reconciled with those given by
Parsons (67) but are appreciably higher than Fluor {(15). We have added spare coal
grinding trains and revised the process condensate treatment to be in line with the
Braun BI-GAS flow-scheme. We have also deleted the power recovery system. The
off-site steam superheater has been revised to consume coal {(with flue-gas
desulphurisation). A coal-fired boiler for start-up is required and, as noted above,
this is not optimal.




TableC6 Comparable MCG plantinstallation costs’

Plant Capacity 3000 MWt—250 x 10° BTU/SD

500 MWt—40 x 10° BTU/SD

Process British Gas/ Shell
Lurgi Coal

Dry-ash British Gas/ Shell
Lurgi Lurgi Coal

Coal prepn. & handling? 24 39
Gasification?, ash handling

and gas cooling 88 174
Oxygen plant 87 153
Acid gas removal and

sulphur recovery 47 29
Process condensate treatment 40 2
Steam and power generation 165 69
Cooling water system 9 9
Balance-of-plant 63 65

11 1 15

46 24 39
21 19

10
10
45

3
17

Total (excluding contingency. interest during construction, start-up costs, working capital)
52 540

Contingency {15%) 140 78 81
Process royalties (2.5%) 27 15 16

139
21
4

Notes:

1. Alldatarounded andin rid-79 $x 10° )
2. Some of the coal feeding costs are included in the gasification section




APPENDIX D OPERATING COST DATA

This appendix deals with all items, other than capital costs, that must be estimated
in order to calculate gas costs. These comprise material inputs (coal and water),
iabour, working capital, start-up costs, maintenance, insurance, tax and overheads.
These costs may be off-set by revenue from sales of by-products. We have
assumed $4/t (dry basis) ash disposal cos’s for the 500 MWt (40 x 10° BTU/SD)
plant in addition to the cost of the ash handling plant. For the 3000 MWt (250 x
10° BTU/SD) plants we have not included any waste disposal costs, apart from the
cost of the ash handling plant. This implies on-site disposal.

D.1 COAL CONSUMPTION AND COSTS

Coal is clearly the most significant component of operating costs. Gas costs have
been calculated for three different coal costs — $1, 2 and 3/GJ. The coal input to all
the processes considered are given in Table D3 while the costs are shown in Table
Ds.

We stress that estimates of coal consumption vary about as much as the capital
cost estimates discussed previously. This can be seen from Table D1 which shows
the thermal efficiency data corresponding to the dry-ash Lurgi plant investment data
in Table C2. Some of this variability can be attributed to differences in the coal
processed and some to different assumptions regarding the source of power and
steam for the plants. Different process assumptions are also involved, and, as
discussed previously, these differences are inherently difi.cult to estimate.

Our aim has been to use comparable and represer.tative data throughout and this
implies that not all the designs are optimal. We have looked carefully at plant
steam balances since, in general, they contribute significantly to total coal feed

reg Jirements. Non-regenerable flue-gas desulphurisation has been included in all the
designs.

We do have reservations with respect to the Exxon Catalytic process, as outlined in
Section C.2.4 — we do not have enough information to ensure total comparability.

In revising the Fluor data on MCG processes, we have assumed that the product
gas is required at a battery-limits pressure of at least 17 atm. This would permit
delivery of the gas over distances of several miles. For the base-case we have
made the assumption that all by-products (except sulphur}) would be consumed in
the off-site boilers and super-heaters and the quantity of feed coal reduced
accordingly. Table D3, D4 and D5 are particularly affected by this assumption.
However, the information in Table D6 can be used to make appropriate corrections
if required. We have not included excess coa! fines in these tables.

D.2 WATER CONSUMPTION AND COSTS

All coal gasification plants consume considerable quantities of water. This is
obviously a serious consideration in areas where the availability of water is limited.
However, viewed solely in terms of economics, the cost of water is generally only
a small fraction of the total cost of gas and is unlikely to affect the choice of
process — coal consumption and the cost of the plant usually dominate.




The water consumption of coal gasification plants tends to vary considerably. This
is shown in Table D2, which shows dry-ash Lurgi SNG plant data and corresponds
to Tables C2 and D1. Relatively small changes in the quality of the coal —
especially chloride content ~ can have dramatic effects on wuter consumption by
restricting the degree of re-use of process water. None of the designs represents an
attempt to specifically minimise water consumption, though the Braun Western
design attempts to maximise water re-use.

Water consumption in general is a function of:

o the type of gasifier

] the processing scheme (the CO-shift reactor requires a certain minimum
water/steam concentration, for example)
the method of process cooling (air or water; evaporative or dry cooling
towers)
the quality and cost of the raw water (high solids concentrations requires
heavy blow-down and hence higher make-up requirements). This also
affects, and is affected by, the method of process cooling.
the quality of the coal (chloride content is particularly important)

The cost of water also varies considerably (1) and this is also shown in Table D2.
We have not escaiated these cost figures to a common date. In this report we have
used $0.20/m> ($0.76/1000 US gal) for the cost of raw water. Water consumption
and costs for all the processes considered are shown in Tables D3 and D5
respectively. We emphasise that we have aimed at comparability of data. We note
that the Braun data on Western coal assumes a high-degree of water re-use, which
would not be feasible with a coal containing more than a very few ppm of
chlorides.

D.3 CATALYSTS AND CHEMICALS

The initial charge of catalysts and chemicals is usually treated as a capital item. We
have assumed that the inventory of catalysts and chemicals wili be consumed at
the end of the plant’s operating life. This is exactly equivalent to treating the initial
charge as working capital. As the initial charge is replenished an annual operating
cost is incurred, and this is tabulated in Tabie D5. The data presented have been
adjusted in accordance with the other changes we have made and have also been
adjusted to a mid-1979 base-date using the US Department of Labor Wholesale
Price Index for chemicals and allied products. This index does not properly reflect
the escalation in cost of the metals used in many catalysts {cobalt, molybdenum,
nickel).

D.4 OPERATING LABOUR

In general, manpower estimates have been based on data from the original sources.
These have been adjusted to reflect variations in plant complexity, for example, the
number of gasifiers. The numbers and costs of personnel required for each system
(based on three operating shifts per day and a four-shift system) are given in
Tables D3 and D5, respectively. These have been calculated assuming a cost of
$30,400 per man per year, which includes an allowance for sickness, supervision
and a social cost burden.
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TableD1 Dry-ash Lurgi SNG plant performancs’

Client BC Hydro DOE/AGA DOE/GRI PG&E — Wesco Sask. Power Great Plains —_
Contractor Lummus Braun/Fluor  Braun/Fluor Fluor Lurgi Fluor Lummus Lummus Lurgi
Location B. Columbia Western Eastern hvg us New Mexico Saskatchewan i W Germany
Study date 75 Jan 76 Jan 76 1st Quart 76 1976 n Jul 77 1978 1980
Plantsize (10°BTU/SD) 5 250.0 250.0 270.1 262.8 269.5 30.3 1246 —_
{MW?t output) 2960 3052 3052 3297 3290 3299 370 1643 —_
Bk . O 81.9 80.5 84.0 81.4 2 798 88.6 91.8 100.0
Coal to steam plant 3 0 195 16.0 112 1?; .”' 4 &2 ]
Power® 151 g . s : " ¥
Steamt : : : i1 : ' . : ;
;‘;f"f’igpm 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
E""'\'ng“‘%’ 56.7 59.7 55.1 52.4 2 56.4 61.1 65.7 2
By-products 2 2
3 0.9 0.6 0.5 0.8 0.8 0.3 1.0 -
Xmmonia 10.7 1.9 1.8° 165 -2 108 - - 2
Hydrocarbons 0.8 10 0.2 0.6 -2 0.7 1.0 . 2
Phencis : < . i »
Total it 68.1 73.2 57.6 70.3 68.0 67.7 62.4 66.7 63.6
b g i 32.9 26.8 424 29.7 320 32.3 37.6 33.3 36.4
Losses (and sulphur) 55.7 59.7 55.1 52.4 2 55.4 61.1 85.7 :
8 Cold gas efficiency(% 68.1 734 57.6 70.3 68.0 6.7 624 667 63.6
= Overall thermal zicioncy( %) : - : : - y .
Reference (56) (9) (10) {40) (571(62) (40)(64) (55) (59} (40}
Notes:
1. Ali datarounded. Higher heating values assumed.
2. Datanotavailable
3. Importad. Converted at 10000 BTUAWh
4. Imported. 90% thermal efficiency assumed
5. Imported. i
6. Consumed as fuel internally in all or part.




TableD2 Dry-ashLurgi SNG plant water consumption®

us Qﬁjonsl m/MJ Water cost*
Client Contractor Locsticn Study date 10° BTU SNG SNG {e/m?) Reference
BC Hydro Lummus B. Columbia Sept 75 20.72 742 5.7 (56)
DOE/AGA Braun Western Jan 76 14.0 50 106 {9)
DOE/GRI Braun Eastern Jan 76 63.8 229 10.6 (10)
PG&E Fluor Wyoming 1st Quart 76 29.3° 105° 5.0 (40)
Wesco Fluor N. Mexico Jan 77 28.4° 102° - (58)
Sask. Power Lummus Saskatchewan Jul 77 38.5° 1387 19.0 {55)
Great Plains Lummus Wyoming 1978 31.5% 113° - (59)
Notes:
1. Alldatarounded. Higher heating values assumed.
2. Imported steam and power
3. Imported power
4. At date of study shown.
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TableD3 Coal and water consumption’

%
3
i:

Coal consumption Water consumption  No. of
Process Coal (108 vy)'? {Tdid? (10 wy)’ operators
SNG (3000 MWt — 250 x 10° BTU/SD)
Dry-ash Lurgi* Eastern 5.39 500.67 18.95 240
Waestern 5.98 394.75 3.12 240
BI-GAS Eastern 4.27 397.10 12.50 200
Western 6.46 426.10 4.27 200
British Gas/Lurgi*:
(with Shift) Eastern 5.03 467.22 20.33 220
(with HCM) Eastern 4.48 416.14 18.09 220
Exxon Catalytic Eastern 4.59 426.94 14.25 200
HYGAS (97% conv.) Eastern 4.60 427.93 14.20 200
(97% conv.) Western 5.43 357.94 3.47 200
(80% conv.) Western 6.15 405.76 3.18 200
Shell Coal:
{with Shift) Eastern 5.09 472.76 16.06 200
{with HCM) Eastern 4.87 433.07 16.42 200
Texaco:
{50% sturry) Eastern 5.98 555.57 22.94 200
(65% slurry) Eastern 5.34 496.06 19.11 200
MCG (3000 MW - 250 x 10° BTU/SD)
Dry-ash Lurgi* Eastern® 4.36° 400.17° 11.89 180
British Gas/Lurgi* Eastern® 3.58° 327.92% 5.85 180
Sheli Ccal Eastern® 3.645 334.215 8.06 140
Texaco Eastern® 3.95° 361.88° 10.83 140
MCG (500 MWt—40x 10° BTU/SD)
Dry-ash Lurgi* Eastern® 0.715° 66.55° 1.96 120
British Gas/Lurgi* Eastern® 0.586° 53.73° 0.96 120
Shell Coal Eastern® 0.597° 54.73% 1.32 120
Texaco Eastern® 0.646° 59.29% 1.77 120
Notes:
1. Aildata rounded and annual data presented at 0.85 load-factor.
2. As-received basis. Higher heating values. See Tabie A2 for coal analysis.
3. Stream-day basis.
4. Excess coal fines excluded.
5. Hinois No.6coal.
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D.5 WORKING CAPITAL & START-UP COSTS

The conventions derived ir; previous EAS work (1) and summarised in Section 2.2
have been used to calculate working capital and start-up costs.

Working capial was calculated as the sum of the cost of 30 days actual feed (coal
and water)', receivables at 1/12th of annual product and by-product revenue, and
maintenance materials and spare parts charged at 1% of total plant investment.
Working capital consequently becomes a function of rate-of-return on investment.
Working capital for the base investment level and three coal costs are given in
Table D4.

Start-up costs are calculated as the cost of supplies for 30 days operation plus
iabour costs for a year. This is also given in Table D4 for three different coal costs.

D.6 MAINTENANCE, INSURANCE, LOCAL TAXES AND OVERHEADS

Using the conventions set cut in previous EAS work (1) and shown in Table 3,
annual maintenance costs are taken to be 4% of plant investment; annual charges
for incurance, local taxes and overheads are taken as 3% of plant invesiment.
Maintenanre costs are assumed to be equally divided between fixed costs (ie
labour) and variable costs {ie materiais and spare parts), the !siier being
proportional to throughput. Costs of maintenance, insurance, etc. are summarised in
Table D5. The treatment we have used assumes that maint2nance costs are linear
throughout the operating life of the plants. This is not usually the case as costs
generally follow a ‘bath-tub’ shaped curve with higher costs both early and late in
a plant's life.

D.7 BY-PRODUCTS

In Table 3 we show the values we have assumed for the by-products from the
various gasification processes. This topic is discussed in Jection 3.2. In the base
case, where we have assigned only coal values to most by-products, we have
assumed that the by-products would be consumed in the off-site boilers. This
reduces coal requirements and minimises workirig capital. Data on by-products
quantities and values are presented in Table D6 to allow costs to be developed
using alternative assumptions.

1 Also potassium hydroxide and lime for the Exxon Catalytic Process.
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TableD4 Working capital and start-up costs’

Working capital ($x10°) Start-up costs ($x10%)

Initial e
T Coal Catalysts & 5% DCF rate-of-return 10% DCF rate-of-return 5 & 10% rate-of-return

Chemicais*  $1/GJ $2/GJ $3/GJ $1/GJ $2/GJ $3GJ $1GJ $2/GJ $IGJ

SNG (3002 MWt — 250 x 10 BTU/SD)

Dry-ash Lurgi? Eastern 11.5 79.8 108.0 136.2 88.3 116.7 145.0 239 389 54.0
Western 74 60.8 83.0 105.3 67.6 90.0 1123 20.0 31.8 43.7
BI-GAS Eastern 45 58.7 81.0 1034 65.3 87.7 110.2 19.7 316 435
Western 6.1 64.1 88.1 1121 71.4 95.6 119.7 201 329 457
British Gas/LurSgi’:
(with Shift) Eastern 17.2 80.4 106.7 133.0 87.9 114.4 140.8 230 37.0 51.0
{with HCM) Eastern 10.7 66.0 29.4 1129 725 96.0 119.6 213 338 46.3
Exxon Catalytic Eastern 5.5°% 69.3 93.3 117.4 77.2 101.3 125.5 229 35.7 485
HYGAS (97% conv.) Eastern 55 63.2 87.2 114 70.5 94.7 1189 19.9 32.7 45.6
{97% conv.) Western 5.4 53.2 733 935 59.2 785 99.8 175 28.2 38.9
{80% conv ) Western 52 58.8 81.6 104.4 65.5 88.5 1115 18.9 311 433
Shell Coal:
{with Shift) Eastern 104 80.7 107.4 134.0 90.2 117.0 143.7 216 35.8 50.0
- {with HCM) Eastern 59 7.7 97.2 122.7 80.4 106.1 131.8 209 345 48.1
exaco:
(50% sturry) Eastern 9.1 96.6 127.9 159.2 108.9 140.4 171.8 24.2 40.9 57.5
'65% slurry) Eastern 9.1 85.2 113.2 141.1 95.7 123.8 151.9 223 37.2 52.1
MCG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi? Eastern?® 33 53.5 75.9 98.5 59.4 82.1 104.7 18.3 30.3 423
British Gas/Lurgi” Eastern® 27 376 56.0 745 41.0 59.5 78.1 16.1 26.0 35.8
Shell Coal Euzier:’ 2.6 37.7 56.4 75.2 41.2 60.0 79.0 14.8 249 34.9
Texaco Eastern’ 29 46.] 67.1 87.4 51.8 3 928 16.0 26.7 375
MCG (500 MWt - 40x 10°8TU'/SD)
Dry-ash Lurgi® Eastern? 0.6 1.3 15.0 18.7 12.8 16.6 203
British Gas/Lurgi? Eastern’® 0.5 74 10.9 13.9 8.8 11.8 14.9
Shell Coal Eastern® 0.4 75 10.6 13.7 8.4 11.5 1Mb
Texaco Eastern® 0.5 9.3 12.6 1 10.5 138 17.2
Notes:
1. Alldatarounded, in mid-1979 $x10° and at a load-factor of 0.85
2. Excesscoal fines excluded.
3. [inois No. 6 coal.
4. Includedin working capital
5. Includes potassium hydrcxide andlime
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TableD5 Summary of annual operating costs’

Coal cost - . Insurance, Total
Catalyst & Ash Orr-tanq Main- local non fuel
Process Coal $1/GJ $2/GJ $3/GJ Water* chemicals Removai® labour tenance* taxes costs
SNG (3000 MWt — 250 x 10° BTU/SD)
Dry-ash Lurgi® Eastern 155.33 310.66 466.00 3.81 12.74 — 7.30 56.61 4590 126.36
Western 122.47 244.94 367.42 0.63 7.98 _ 7.30 45.07 36.54 97.53
BI-GAS Eastern 123.20 246.49 3F9.60 2.51 14.65 — 6.08 43.79 35.50 102.53
Western 132.20 264.40 396.60 0.86 12.10 —_ 6.08 48.41 39.25 106.70
British Gas/Lurgi®:
{with Shift) Eastern 144.95 289.91 434.86 4.09 19.23 — 6.69 45.66 40.27 118.94
{with HCM) Eastern 129.11 258.21 387.32 3.64 18.23 -_ 6.69 42.36 3434 105.26
Exxon Catalytic Eastern 132.46 264.92 397.37 2.87 38.64° — 6.08 52.47 42.55 142.61
HYGAS (97% conv.) castern 132.77 265.53 398.30 2.86 7.30 —_ 6.08 48.47 39.30 104.01
{97% conv.) Western 111.07 22213 333.20 0.70 5.87 —_ 6.08 40.17 32.57 B85.39
{80% conv ) Western 125.89 251.78 377.66 0.64 6.15 — 6.08 44.94 36.44 94 25
SheliCoal:
{with Shiit) Eastern 146.67 293.35 440.02 3.23 10.45 — 6.08 63.15 51.20 134 11
(with HCM) Easiern 140.56 281.13 421.69 3.30 9.14 —_ 6.08 58.26 47.24 124.027
Texaco:
{50% slurry) Eastern 172.35 344.73 517.09 4.61 10.49 — 6.08 82.23 66.67 170.087
(65% slurry) Eastern 153.90 307.81 461.71 384 10.49 —_ 6.08 69,92 56.69 147.027
MCG (3000 MWt — 250 » 10° BTU/SD)
Dry-ash Lurgi5' Eastern® 124.15 248.31 372.46 2138 6.25 — 5.47 39.65 32.15 85.91
British Gas/Lurgi® Eastern® 101.74 203.47 305.21 1.18 7.33 — 5.47 22.27 18.05 54.30
Shell Coal Eastern® 103.69 207.38 311.07 1.62 4.10 — 4.26 22.98 18.63 51.59
Texaco Eastern® 112.27 224.55 336.82 2.18 4.84 — 4.26 33.95 27.53 72.76
MCG (500 MWt — 40 x 10° BTU/SD)
Dry-ash Lurgi® Eastern® 20.34 40.67 61.01 0.39 1.02 0.32 3.65 10.06 8.16 23.65
British Gas/Lurgi® Eastern” 16.67 33.34 50.01 0.19 120 0.25 3.65 591 4.79 15.99
Shell Coal Eastern® 16.98 33.96 50.94 0.26 0.67 0.26 3.65 5.44 4.41 14.69
Texaco Eastern® 18.39 36.79 55.18 V.36 0.79 0.28 365 7.67 6.22 18.97
Notes:

1. Alldataroundedin mid-1979 $x10% and based on 0.85 load factor.

2. At1$0.20/m?($0.76/1000 US gallons)

3. A1$30400/man-year inciuding social burden

4. Ataload factor of 1.00 maintenance cost is assumed to consist of
and labour {each being 2% of capital investment). At a load factor
maintenance materials is assumed to be reduced proportionally.
Excess coal fines excluded

o,

Illinois No. 6 coal

ec;ual contributions from ma‘erials
of 0.85 the contributicn arising from

Excludaslaxpon power sales revenue (see
D6

Table

Includes 54900 tly potassium hydroxide at

$400/t and 264,000 t'y lime at $37.31.

$4t of dry ash assumed for 500 MWt plants

only.
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TableD8 By-product quantities and revenue'
Note: With the exception of export power all data in this tuble relate to the aiternative, high-value by-products case

Base-Case High-value By-productsCase WTM' %'ﬂ
Export Power Ammonia Phenols  Naphtha & benzene Tar and tar oils revenue  requirement
Process Coal (MW)  ($x10%y)°  (vd) ($x10%y)? (vd) ($x10%y)® (vd) ($x10%y)* (ud) ($x10%y)® ($x10%y)® (TJiy)®
SNG (3000 MWt — 250 x 10 BTU/SD)
Dry-ash Lurgi’ Eastern —_ — 112 5.02 40 1.87 126 13.09 583 34.70 54.68 9700
Western —_ - 127 4.87 152 7.05 332 34.49 876 52.15 98.56 17900
BI-GAS Eastern — — 100 4.50 — — — —_ — — 4.50 700
Waestern - —_ 84 3.77 — - — - - — 3.77 600
British Gas/Lurgi’:
(with Shift! Eastern — - 48 2.15 58 2.66 190 19.71 1022 60.83 85.35 15500
(with HCM) Eastern — ' 46 2.08 56 2.58 184 19.14 992 59.05 82.86 15000
Exxon Catalytic® Eastern — — 203 9.14 — — — — — — 9.14 1400
HYGAS (97% conv.) Eastlern —_ -— 84 3.77 —_ —_ 377 39.51 - — 43.28 5500
(97% conv.) Western — — 81 3.62 — — 488 51.55 - — 55.40 7000
(80% conv.) Western — _ 95 4.27 — — 426 45.08 —_— — 49.35 6300
Shell Coal:
(with Shift) Eastern —_ — — — — — —_ —_ —_ —_ — -
(with HCM) Eastern 18 5.34 — — — = = a— = 5.34 ==
Texaco:
(50% slurry) Eastern 58 17.39 — — — — — — — 17.38 —
(65% slurry} Eastern 52 15.37 — — — — — — -— — 15.37 —
MCG (3000 MWt — 250 x 10* BTU/SD)
Dry-ash Lurgi’ Eastern® — —_ 127 5.72 124 5.76 122 12.70 571 33.96 58.14 10400
British Gas/Lurgi’ Eastern® - — 34 1.54 44 2.05 147 15.32 793 47.22 66.13 12000
Shell Coal Eastern® — — — — — — — — — — — —
Texaco Eastern® — — — — — — — — — — — —
MCG (500 MWt — 40 x 10° BTU/SD)
Dry-ash Lurgi’ Eastern® — — 21 0.94 20 0.94 20 2.08 3 5.56 962 1700
British Gas/Lurgi’ Eastern® — - 6 0.25 7 0.34 24 2.51 130 7.74 10.84 2000
Shell Coal Eastern® — - - — — — — — — — - —_
Texaco Eastern® — — — — — — — — — — — —
Notes:
1. Alldatarounded and all annual data based on aload 6. Datain this column represents alternative, high-value
factorof 0.85 by-products case
2. At$1451t 7. Excess coal fines excluded
3. At$5GJ 8. lllinois No. 6coal
4. At$8/GJ
5. At$0.040/kWh. Data in this column represents total

base-case by-product revenue
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APPENDIX E TABULATION OF RESULTS

In this appendix gas costs are presented as a function of DCF rate-of-return and
coal cost for the following cases:

Table E1 Base case, no-tax

Table E2 Rase case, ‘North American’ taxes

Table E3 High value by-products, no-tax

Table E4 Base case, no-tax, 150% base investment
Table E5 Base case, no-tax, lower load factor — 75%
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TableE1 Gas costs ($/GJ) — base case, ‘no-tax’
SNG (3000 MWt — 250 x 10° BTU/SD)

DCF rate-of-return
Coalcost ($/GJ)
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Table E2 Gas costs ($/GJ) - base case, with "North American’ taxes

Tax rate - S0YD depreciation method, 10% investment tax credit
DCF rate-of-return 3% 5% 10% 15%
Coal cost ($/GJ) 1 2 3 1 2 3 1 2 3 1 2 3

SNG (3000 MWt - 250 x 10° BTU/SD)

Dry-ash Lurgi Eastern 5.04 6.37 8.90 5.68 7.63 9.58 7.82 9.81 11.80 10.80 12.83 14.87
Western 3.96 5.48 7.01 4.47 6.01 7.54 6.17 7.74 9.31 8.54 10.15 11.76
BI-GAS Eastern 3.99 5.53 7.06 4.49 6.03 7.58 6.14 7.72 9.30 8.44 10.06 11.67
Western 4.28 5.93 71.57 4.83 6.49 8.15 6.65 8.34 10.04 9.20 10.93 12.66
British Gas/Lurgi:
{(with Shift) Eastern 4.65 6.45 8.25 5.22 7.04 8.85 7.10 8.96 10.82 9.74 11.64 13.54
(withHCM)  Eastern 4.07 5.67 7.28 4.55 6.17 7.79 6.16 7.81 9.47 8.40 10.10 11.79
Exxon Catalytic Eastern 4.84 6.49 8.13 5.43 7.09 8.76 7.41 9.10 10.80 10.17 11.90 13.64
HYGAS (97% conv.} Eastern 4.26 5.91 7.56 4.80 6.47 8.13 6.63 8.33 10.03 9.17 10.91 12.65
(97% conv.) Waestern 3.53 4.9 6.30 3.99 5.38 6.77 5.50 6.92 8.34 7.61 9.07 10.52
e (80% conv.) Waestern 3.96 5.52 7.09 4.46 6.04 7.62 6.15 2.77 9.38 8.51 10.16 11.81
heli Coal:
{with Shift) Eastern 5.20 7.03 8.85 5.91 7.75 9.59 8.28 10.16 12.04 11.60 13.52 15.44
(withHCM)  Eastern 4.50 6.55 8.30 5.46 7.22 8.98 7.64 9.44 11.24 10.69 12.54 14.38
Texaco:
(50% slurry} Eastern 6.27 8.41 10.56 7.19 9.35 11.51 10.26 12.47 14 14.57 16.82 19.08
(65% slurry) Eastern 5.45 7.36 9.28 6.23 8.16 10.09 8.85 10.82 12.79 12.51 14.53 16.55
MCG (3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi Eastern 3.69 5.23 6.77 4.13 5.69 7.25 5,63 7.22 8.81 1.72 9.34 10.97
British Gas/Lurgi Eastern 2.55 3.81 5.08 2.80 4.08 5.36 3.65 4.96 6.76 4.84 6.17 7.51 *
Shell Coal Eastern 2.56 3.84 5.13 2.82 412 5.42 3.70 5.02 6.33 4.92 6.28 7.63 :
Texaco Eastern 3.22 4.62 6.01 3.60 5.01 6.42 4.88 6.32 1.76 6.67 8.15 9.62 3
MCG (500 MWt — 40 x 10° BTU/SD) .
Dry-ash Lurgi Eastern 5.01 6.55 8.10 5.70 7.26 8.81 8.00 9.59 11.18 1 12.85 14.47 3
British Gas/Lurgi Eastern 3.47 4.74 6.00 3.88 5.16 6.44 5.25 6.56 7.86 7.16 8.49 9.83 '
Shell Coal Eastern 3.32 4.61 5.90 3.70 5.00 6.30 4.96 6.29 7.62 6.73 8.08 .44
Texaco Eastern 4.12 5.52 6.91 4.65 6.06 7.47 6.41 7.85 9.29 10.35 11.82
Mid-1979$ : B

All data rounded
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* Nochange from base-case

Eastern
Western
Eastern
Waestern
Eastern
Eastern
Eastern
Eastern
Western
Western
Eastern
Eastern
Eastern
Eastern

{with Shift)
{with HCM)
Exxon Catalytic
{with Shift)
{with HCM)
" (50% slurry)
Mid-1979%
All data rounded

(65% slurry)
MCG {3000 MWt — 250 x 10° BTU/SD)
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British Gas/Lurgi
Shell Coal*
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TableE4 Gas costs {$/GJ) — base case, ‘no-tax’
150% base investment
DCF rate-of-return 3% 5% 10% 15%
Coal cost ($/GJ) 1 2 3 1 2 3 1 2 3 1 2 3
SNG {3000 MWt - 250 x 10° BTU/SD)
Dry-ash Lurgi Eastern 6.31 8.23 10.15 6.89 8.82 10.75 B.74 10.70 12.65 11.24 13.22 15.10
Western 4,97 6.49 8.00 5.43 6.95 8.48 6.91 8.45 9.99 8.89 10.46 12.02
BI-GAS Eastern 4.98 6.50 8.03 5.42 6.96 8.49 6.86 B4 9.96 8.78 10.36 11.93 o
Western 5.37 7.01 8.64 5.86 7.51 9.16 7.45 an 10.78 9.58 11.27 12,95
British Gas/Lurgi
{with Shift) Eastern 5.76 7.55 9.35 6.27 8.07 9.87 7.91 9.73 11.56 10.10 11.95 13.80
{with HCM) Eastern 5.01 6.61 8.21 5.45 7.06 8.66 6.85 8.47 10.10 B.72 10.37 12.01
Exxon Catalytic Eastern 6.02 7.66 9.30 6.55 8.20 9.85 8.27 9.94 11.61 10.58 12.27 13.96
HYGAS (97% conv.) Eastern 5.35 6.99 8.62 5.84 7.49 9.14 7.43 9.10 10.77 9.56 11.25 12.95
{97% conv.) Western 4.34 5.81 7.18 484 6.23 7.61 6.16 7.56 8.96 7.93 9.35 10.76
- (80% conv.} Western 4.96 6.52 8.08 5.42 6.99 8.55 6.89 8.48 10.06 B.B7 10.48 12.08
hell Coal:
{with Shift) Eastern 6.62 8.44 10.25 7.26 9.09 10.91 9.33 11.17 13.02 12.10 13.97 15.85
{with HCM) Eastern 6.11 7.85 9.59 6.70 8.45 10.20 8.61 10.38 12.15 11.16 12.96 14,75
Texaco:
(50% slurry) Eastern 8.12 10.25 12.38 8.95 11.10 13.24 11.63 13.80 15.97 15.24 17.44 19.64
(65% slurry} Eastern 7.02 8.92 10.83 7.73 9.64 11.56 10.01 11.95 13.89 13.08 15.04 17.01
MCG (3000 MWt - 250 x 10° BTU/SD) -
Dry-ash Lurgi Eastern 458 6.11 7.65 498 6.52 8.07 6.28 7.84 9.41 8.03 9.61 11.20 . 3
British Gas/Lurgi Eastern 3.04 4.30 5.56 3.27 454 5.80 4.01 5.29 5.57 5.00 6.30 7.60 - 1
Shell Coal Eastern 3.07 4.35 5.63 3.3 459 5.88 4.07 5.7 6.68 5.08 6.41 7.73 3
Texaco Eastern 3.98 5.37 6.76 4.33 5.72 Ny 7.12 5.44 6.8 8.27 6.94 8.37 9.81 y
MCG (500 MWt - 40 x 10° BTU/SD) - f
Dry-ash Lurgi Eastern 6.39 7.93 9.46 7.02 8.56 10.10 9.03 10.59 12.15 11.73 13.31 14.90 3 A
British Gas/Lurgi Eastern 4.28 5.54 6.80 4.65 5.92 7.18 5.85 7.13 841 7.44 B.74 10.04
Shell Coal Eastern 4.07 5.35 6.63 441 5.70 6.99 5.51 6.81 B.12 6.98 B.31 9.63
Texaco Eastern 5.17 6.56 7.95 5.65 7.05 8.44 7.19 8.61 10.02 9.26 10.69 1212

Mid-1979$
All data rounded
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TableES Gas costs ($/GJ) - base case, ‘no-tax’
lower load-factor - 75%

DCF rate-of-return 3% 5% 10% 15%
Coal cost ($/GJ) 1 2 3 1 2 3 1 2 3 1 2 3

SNG (3000 MWt - 250 x 10° BTU/SD)

Dry-ash Lurgi Eastern 5.29 7.21 9.14 5.73 7.67 9.60 7.16 9.12 11.08 9.06 11.05 13.05
Western 4.16 5.68 7.20 451 6.04 7.57 5.64 7.19 8.74 7.16 8.73 10.31
BI-GAS Eastern 4.19 5.71 7.24 4.53 6.07 7.60 5.63 7.19 8.74 7.10 8.68 10.26
Western 450 6.13 1.77 4.87 6.52 8.17 6.09 7.76 9.43 .m 2.41 11.11
British Gas/Lurgi
(with Shift)  Eastern 4.86 6.66 8.46 5.26 7.06 8.87 6.51 8.35 10.18 8.20 10.06 11.92
(withHCM)  Eastern 4.25 5.85 7.45 4.59 6.20 7.81 5.66 7.29 8.92 7.09 8.75 10.41
Exxon Catalytic Eastern 5.07 6.71 8.35 5.48 7.13 8.78 6.79 B.47 10.14 8.56 10.26 11.96
HYGAS (97% conv.) Eastern 4.47 6.12 7.76 4.85 6.50 8.16 6.06 7,74 9.42 7.69 9.40 11.10 2
(97% conv.} Waestern an 5.09 6.46 4.03 5.41 6.79 5.03 6.44 7.84 6.38 7.81 9.23
it (IBO% conv.) Western 4.15 5.71 7.27 4.50 6.07 7.64 5.63 7.22 8.81 7.14 8.76 10.37
hell Coal:
{with Shift)  Eastern 5.48 7.29 9.1 5.97 7.80 9.63 7.55 9.40 11.26 9.66 11.55 13.43
(withHCM)  Eastern 5.06 6.80 8.54 5.51 7.26 9.01 6.96 8.74 10.52 8.9z 10.72 12.52
Texaco:
(50% slurry) Eastern 6.62 8.76 10.90 7.26 9.41 11.56 9.31 11.49 13.67 12.06 14.27 16.48
(65% slurry) Eastern 5.75 7.66 9.56 6.29 8.21 10.13 8.04 9.98 11.93 10.38 12.35 14.33 .
MCG (3000 MWt - 250 x 10° BTU/SD) ; X A ?
Dry-ash Lurgi Eastern 86 5.40 6.94 4.17 5.72 7.27 517 6.74 8.31 8.50 8.10 9.69 = L ‘1
British Gas/Lurgi Eastern 2.65 3.91 5.17 2.83 4.09 5.36 3.39 4.68 5.97 4.15 5.46 6.76 2
Shell Coal Eastern 3.67 3.94 5.23 2.84 4.13 5.42 342 4.73 6.05 4.20 5.54 6.87
Texaco Eastern 3.37 4.76 6.15 3.64 5.03 6.43 4.49 5.91 7.33 5.63 7.07 8.51
] "
MCG (500 MWt — 40 x 10° BTU/SD) . ¥
Dry-ash Lurgi Eastern 5.31 6.85 .39 5.79 7.34 8.88 7.33 8.89 10.46 9.39 10.98 12.58 | 1
British Gas/Lurgi Eastern 3.66 4.92 6.18 3.95 5.22 6.49 4.87 6.15 7.44 6.09 7.40 8.70 »
Shell Coal Eastern 3.50 4.78 6.07 3.76 5.06 6.35 4.61 5.92 7.23 5.74 7.07 8.40 )
Texaco Eastern 4.36 5.75 .14 72 6.12 7.52 5.90 7.32 8.74 7.48 8.93 10.37 :

Mid-1979$
All data rounded




APPENDIX F FORMULAE FOR DCF CALCULATIONS

Gas costs were calculated using a development of the PRP computer program
developed at Oak Ridge National Laboratory (27). Equivalent mathematical
expressions can be derived for the various cases and these are shown here.

The derivation given is a sample calculation of a generalised gas cost equation for
a 3000 MWt (250 x 10° BTU/SD) plant at a 10% DCF rate-of-return without
depreciation or taxation. Operation is assumed to be at a load factor of 0.85

(ie 81.81 PJly). Some of the more important economic assumptions of the PRP
program are as follows:

annual time periods are used

investments (including working capital) occur at the start of the year
expenses (including start-up costs) are paid at the end of the year

income is received at the end of the year

plants operate at 50% of normal load factor during the first year of operation
working capital is recovered intact at the end of the project life

nrocess royalties are paid at the start of the final year of construction

If the following terms are defined (all in $108):
T=total plant investment
S=start-up costs
W=working capital (includes initial charge of catalysts and chemicals)
N,=net operating cost in first year
N=net operating cost in subsequent years
R=annual revenue received
P=Process royaities
then the DCF calculation can be summarised as in Table F1.

From this table one can calculate the following:

Total discounted cash flow=— 0.8474T — 0.7153P — 0.6209N, — 0.6209S — 0.5815W
~ 5.1939N + 5.5044R

The total discounted cash flow is zero at the required value of R, so that:

R=0.1539T + 0.1365P + 0.1128(N, + S) + 0.1056W + 0.9436N

R

annual production

As gas cost/unit =

R x 100
81.81

Gas cost/unit expressed in ¢/GJ for a 3000 MWt plant =

Hence: Gas cost (¢/GJ)=0.188T + 0.167P + 0.138(N, + S} + 0.129W + 1.153N
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TableF1 Calculation of discounted cash flow for 10% discount rate with no tax or depreciation
End Revenue Net Net Cash Discount Discounted
year ($ x 10°) operating income flow factor cash flow
cost {$ x 10%) ($ x 108 ($x 10%)

($ x 109
0 — — - —-0.100T 1.0000 -0.1000T
1 0 0 0 -0.225T7 0.9091 -0.2045T
2 0 9 0 —0.475T 0.8264 —0.3925T
3 0 [0} 0 ~0200T-P 0.7513 -0.1503T-0.7153P
4 0 0 0 -W 0.6830 -0.6830W
5 0.5R -N, 0.5R - N, 05R-N,~-S 0.6209 0.3105R-0.6209(N, + S)
6 R -N R-N R-N 0.5645 0.5645(R - N)
7 R -N R-N R-N 0.5132 0.5132(R-N)
24 R ~N R-N R-N+W 0.1015 0.1015(R~N) + 0.1015W

= B Py -

-y, Wy,

E .

b
1
1
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Using the akL..e methodology, formulae for other cases were derived
(Tables F2 & F3)

TableF2 Formulae fordiscounted cash flow calculations — 3000 AWt gas plant

Rate
of Gas cost' (¢/GJ)
return (%)
3 0.0907 T + 0.0875 P + 0.0825 (N, + S) + 0.0379 W + 1.181 N
5 0114 T+ 0.107 P + 0.0971 (N, + S) + 0.0635 W + 1.174 N
10 0.188 T + 0.167 P + 0.138 (N, + S) + 0.129 W + 1.153 N
15 0.289 T+ 0.241 P+0.182 (N, + S) +0.197 W+ 1.131 N

Note:

1. Definitions of T, P, N,, S, W and N are as given previously

TableF3 Formulae for discounted cash flow calculations — 500 MWt gas plant

Rate
of Gas cost' (¢/GJ)
return (%)
3 0554 T + 0.534 P + 0.503 (N, + S) + 0.231 W + 7.209 N
5 0694 T + 0.654 P + 0.593 (N, + S) + 0.388 W + 7.165 N
10 1.149T + 1.018P + 0.842 (N, + S) + 0.788 W + 7.040 N
15 1.762 T + 1.479P + 1.114 (N; + S) + 1.203 W + 6.904 N

Note:

1. Dafinitions of T, P, N,, S, W and N are as given previously

Using the equations given in the tables above, the cost savings of the different
processes relative to the dry-ash Lurgi process can be expressed as a function of
the coal cost. We will here consider only 10% DCF rate-of-return and 3000 MWt
SNG plants operating on an Eastern coal.
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TableF4 Data for discounted cash flow calculations -

3000 MWt SNG plant, Eastern US coal, 10% DCF rate-of return, ‘no-tax’

C=coal cost (in ¥GJ)

Process ™ »r g’ w' N,2 N2
(allin $x10°)

Dry-ash Lurgi 1530 38 15.1C+ 89 28.4C+60.0 77.7C+105.1 1£5.3C+126.4

British Gas/Lurgi 1146 29 125C+ 88 23.6C+49.0 64.6C+ B4.6 129.1C+105.3
(with HCM)

Exxon Catalytic 1418 35 12.8C+10.1 24.2C+53.1 66.2C+109.8 132.5C+142.6

Shell Coal 1575 39 13.6L+ 7.3 25.7C+54.7 70.3C+110.1 140.6C+118.7
(with HCM)

Texaco 1889 47 149C+ 74 28.1C+67.6 77.0C+116.1 153.9C+131.7
(65% slurry)

Notes:

1. Approximate formulae only; calculated from data in Table D5
2. Includes export power revenue for Texaco and Shell Coal processes
3. Includes contingency (see Table C5)

Using the above data and the formulae given in Table F2 the equations shown in
the following table can be derived for the approximate cost of SNG from the
various processes under the stated conditions.

Table F5 Formulae for SNG cost for 3000 MWt plant —-
Eastern US coal, 10% DCF rate-of-return, ‘no-tax’

C=coal cost (in $/GJ)

Process Gascost ($/GJ)
Dry-ash Lurgi 1.96C + 4.63
British Gas/Lurgi (with HCM) 1.63C + 3.61
Exxon Catalytic 1.67C + 4.60
Shell Coal (with HCM) 1.77C + 4.63
Texaco (65% slurry) 1.94C + 5.41

The percentage change in the cost of gas relative to the dry-ash Lurgi process is
given in the following table. This table also shows the differential of this percentage
change with respect to coal costs. As can be seen, all these differentials are a
function of coal cost — which automatically implies that the percentage change in
the cost of gas varies non-linearly with coal price. This can be seen in Figures 4
and 8, for example. A negative sign for the differential implies that the cost savings
will decrease as the coal price increases.
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Table F6 Percentage savings in the custs of SNG relative to dry-ash Lurgi—
3000 MWt plant, Eastern US coal, 10% DCF rate-of-return, ‘no-tax’

C=coal cost ($/GJ)

Process Percentage savings Differential
British Gas/Lurgi 100 x ( 1.02+0.33C)/(4.63+1.96C) —47.1/(4.63+1.96C)?
{(with HCM)
Exxon Catalytic 17 x ( 0.03+0.29C)/(4.63+1.96C) 128.4/(4.63+1.96C)?
Shell Coal 100 x ( 0.19C)/(4.63+1.96C) 88.0/(4.63+1.96C)?
(with HCM)
Texaco 100 x (—0.78+0.02C)/(4.63+1.96C) 230.9/(4.63+1.96C)?
(65% slurry)
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chapter I
Introduction

This is the first volume in a three volume set which will explain
various aspects of the FLAG code. This volume sets forth the basic diff-
erential equaticns used to medel a reacting fluid-particle system and
then precents the numerical procedures used to solve the differential
equations. The basic philosophy employed has been to simply state what
has been programmed in tne FLAG code. For a number of points just show-
1ng an equation provides everything necessary to understand what has been
done. However, faor oaother aspects of the code an equation presented out-
side the context of the development has 1little meaning. In these
instances enougn of the development is given to meke the equations mean-
ingful, but the full detailed step by step development which produced the
equation is not given. That level of detail is left to the references.

A second point to ke2p0 in mind is that the coding in FLAG does nct
necessarily have a one to one correspondence to the equations given here.
For example, equation (1.1-1) shows calculation of a variable composed of
the sum of three guantities

(Eal=t)

Within FLAG the juantities g,, q, and q, may each be created in different

subroutines and with 2 vyariable name different from tnat shown in
(1.1-1). Therefore, FLAG may contain three FORTRAN stataments of the
form

rather than the one ecuation given by (1.1-1). Thus, the eguations coded
in FLAG are not always recognizable as those shown in this vciume.
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Exactly how eauations are implemented is discussed in Volume III.
There tor example equation (1.1-1) is given and then the details of where
within FLAG each of the t{erms on the right hand side are rreated and how
they are assembled to produce the variable q. In general Volume I
answers the question of what are the mathematical models of the system,
what are the numerical models and what methods have been used to solve
the numerical equations. On the other hand Volume III answers the ques-
tions on the details of how the numerical equations and techniques have
been combined to produce FLAG.

Volume II details the information required to make the code run, and
the information which the code produces as output. This volume is meant
to be a stand alane source of information. What is presented therein is
sufficient to run FLAG as configured. Volumes I and IlI is the informa-
tior needed to reconfigure the code.

Finally., there are some general comments which need to be made con-
cerning FLAG. The presentation of equations as given in this volume does
not truly convey the complexity of the code. The code is complex for a
number of reasons. First, FLAG has not been designed from the ground up,
rather, it was built on the skeleton of a similar code called FLAME. The
result is that FLAG has been bent to fit a structure designed around a
solution philosopy different from FLAG. In fact parts of the FLAG code
are never accessed and appear to relate only to the earlier code.

However, the major factor contributing to the complexity is the poor
programming style used through the code. Most of the rules for creating
code, as set forth in basic programming texts, have been violated. Con-
trol parameters are hardwired, the x-y coordinate directions are inter-
changed from subroutine to subroutine, and not all the code contained in
FLAG is actually used. This adds up to a code wnich seems to be more in
a state of development than a finished product. Furthermore making
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changes within the code will require a good deal of effort and time. In
fact it is highly recommended that Volume I and [II be thoroughly read
and understood before any attempts are made to modify the code.

Lastly, a word of warning must be given. The sole purpose of this
work is to set forth the various eguation and techniques which taken
together form FLAG. This should not be interpreted as an endorsement of
the correctness of either the mathematical model or the numerical
techniques. FLAG, 1like any code, must be run for a number of well
documented problems in order to determine the accuracy of th2 code.
Until this is done, any results produced by the code should bhe regarded
with sus; icion.




Chapter Il
Matnematical Formulation of Model

2.1 Gas Equations

Creation of a set of equations to model a gas-particle system
involves the same two step process standard to a simple fluid system.
The first step is a control volume analysis on a small element of the
gas-particle system. The element chosen should contain both particles
entirely enclosed within the control surface and particles in the process
of crossing the control surface. The control volume is large compared to
the mean particle separation, but small compared to the characteristic
dimensions of the system. The second step in the proce 5 is to convert
all surface integrais to volume integrals. With the exception that the
volume may not become so small as to enclose only one component, the
volume is arbitrary. This allows the integral equations to be converted
to differential equations. Details of the general technique are given in
reference (1). The full set of fluid equations is given below. (Care must
be taken with these equations. Although they appear in the standard
form, the quantities which 1look 1like velocities are actually fluxes,
i.e., if u is the velocity in the axial direction, o is the fluid
density, and € is the void fraction, then the axial momentum is given by

U=peu.

After each equation a parameter list is given: it is important that each
parameter be correctly understcod before proceeding on.

Mass Continuity Equation

9( 6 _+_ + ar\/ - (2.1-1)




where

-i_ € = Volume averaged void fraction
e p = Gas density
L“ W = Axial gas velocity
) .: U = Volume averaged axial momentum density = /7€LL 2
" \J = Radial gas velocity '_-.“
v, \/ = Volume averaged radial momentum density = Pé"" ‘
- X = Axial distance 3
| 8 3 " = Radial distance &

g t = Time

r;‘n= Mass source term

Axial Momentum Equation

U
ot

I" where Du u
U = Volume averaged radial momentum density = JZAT
€ = Volume averaged void fraction
P = Gas density I.
W = Axial velocity ]
& = Inverse of gas density = {/€p
X = Axial distance "
" = Radial distance "
V- Volume averaged radial momentum density =/)6\J’ A8




[ = Gas density times diffusion coefficient

P = Gas pressure

¢ = Gravitational acceleration

\':DU= Orag force in axial direction

S, = Axial force per unit volume = aUr‘m

t = Time

Radial Momentum Equation

\/ = Volume averaged radial mome:tum density = pev’
\W/ = Volume averaged swirl momentum density = pew
\» = Radial velocity

W = Swirl velocity

F.v= Drag force in radial direction

S, = Radial force per unit volume = &Vr,

Swirl Momentum Equation

ow 1 lelw) 4 ] AraV\W) 4 aN\/ (210
at ox. &

or r




where

W = Volume averaged swirl momentum density = pES

h}‘f Drag in swirl direction

Sw= Swirl force per unit volume = a\,/r-m

gEnerqgy Equation

The energy equation is in a slightly different form than usual.

Normally, the dependent variable is some form of energy, i.e., total

energy, internal energy, or enthalpy, or the related quantity of tem-

perature. However, the energy equation has been cast in terms of

pressure and forms the foundation of the ICE method[reference (11ﬂ. It

is a variatien of the ICE method whichis used in FLAG. A complete

derivation of this equation is given in Appendix 1. The equatizon given

below has been slightly modified over and above making the pressure the

dependent variable. The egquation has been modified by scaling to

reference thermodynamic v2ilues. In reality this does not change the

equations since the reference quantities are constants and the derivative

; of a constant is zero. Nevertheless, 1t does produce an equation with a

- unique appearence.




Wik T T — W
g " N
3 P L,

b=

Energy Equation:

I8P | IR [a U(T+57) +La[r\/hs+57ﬂ= 2.1
ot € X ar =y

Base pressure = constant

Difference between total pressure and
base state pressure = P-Fy

Gas temperature = Pa/R

2ao- Radiation heat transfer

o Y

f5,‘f Conduction heat transfzr

C:P = Specific heat at corstant pressure
.

<
(4
W
C; = Bulk-averaged concentiration of species i
§Z£)Guc; = Change in gas energy from homogenous chemical
ot reactions.

= Specific enthalpy of species i

The final equations which close the set are the species equation and the

equation of state; these are




LN -"H""""“'.“-—'WW A
e - ?l?nq“ngp- *

Species Equation:

oCc o AelC) | ! AeaVCi — 2 [roul) o1
ot X S | oK K

| 2 J4C:
™ or al ar ) + 5

Volume averaged concentration of species i

Production cf species i

Equation of 3State

The derivation of the equations as given in reference 1 is carried
r out in terms of volume averaged quantities. This leads to an equation of
state of the form

<:: FD::> O o= F:{—T- (2. ad) -

where the volume averaged pressure is related to the point presure by

<P>= P

Equation (2.1-7) 1is the basic definition of the eguation of state.
However, the pressure shown in equations (2.1-2) through (2.5-5) and the
pressure used in FLAG is the point pressure. This means that when the
equation of state is used to evaluate, for axample, temperature, what is
coded in FLAG i<,

_ Pea
L= =Y
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The difference between the point and volume pressure is emplasized
because pressure is the one major variable given in eguaiiun (2.1-2)
through (2.1-5) as a point value rather as a volume average quantity.
The basic equations could of course be changed so that all variables are
gither point or volume quantities. This has not been done here because
the equations as shown are what is coded in FLAG.

2.2 Particles

There are two basic approaches to evaluating particle dynamics. The
first is to treat the particles as a fluid which is handled as one com-
ponent of a multi-component fluid. The other approach is a Lagrangian
formulation where the particle 1is continuously tracked as it moves
throughout the system. It is the latter formulation which is used in
FLAG. However, rather than actually following each and every particie
the formulation uses macroparticles. The macroparticle is composed of a
number of identical microparticles (the microparticle is the actual
solid particle) distributed over a region in space. Thus, the movement
of the macroparticle represents the motion of a large number of actual
particles and therby reduces the resources needed to evaluate particle
motion. The fcilowing description shows single particle equations, but
it should be kept firmly in mind that macroparticles are being usea
rather than microparticles.

One other point needs to be made before starting the particle dis-
cussion. Regardless of what is stated on commert cards within the code,
FLAG, as it 1is presently configured, does not consider agglomeration.
The subroutine which controls particle calculations is PMONIT. PMONIT in
turns calls a subroutine named COLIDE which refers to various
calculations concerning agglomeration. Within COLIDE as presently con-
figured, agglomeration is not considered. There is, however, a second
version of COLIDE based on the JAYCOR agglomeration model, written by a
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group at West Virginia University which does account for agglomeration.
The basics of the agglomeration model will be given in this chapter but a
discussion of the numerical techniques used in the code 1s left to re-
ferenca 3.

The basic equations used in FLAG to describe particle motion are
derived directly from Newtorn's law. The particle velocity and position
are determined by

— (2.2-1)
C]\VL

;-

Me

where mp is the mass cof the mac:gpirticle 57 and -V; are the gas and
particle velocities respectively (V -Vp is the relative velocity) and Dp
is the drag coefficient. The drag term is examined in more detaii in
section 2.6. The energy equation is

(2.2-3)

Al — 5 GRHE - Syt S

re * Rate of production of component g (kg—sec'l)
at particle temperature Tp




Specific enthalpy of gas component g
Heat release from chemical reactions
Conduction transfer

= Conduction transfer.

These term. are considered in greater detail in section 2.4.

2.3 C(Chemistry

The equations presented in section 2.1 and 2.2 are sufficient to
determine the state of the system if the various components do not
undergo chemical reactions. With no reaction the Si term in equation
(2.1-6) is zero and the set of equations may be solved. However, if the
components do react, Si’ the net production of the ith species, 1is no
longer zero. This section describes the reaction model used to determine
Si' There are two basic types of reactions which must be determined,
heterogeneous and homogeneous reactions. The homogeneous reactions are
chemical changes which occur throughout the entire volume cf the fluid
where as the heterogeneous reactions occur at the surface of the
particles. It is assumed that as a coal particle is introduced into the
reactor devolatization takes place immediately producing HZO’ co, COZ, N2
and CHy with the so’id assumed to be carbon and ash. The system can also
contain O2 as a component of the fluidizing gas. These components will

produce the following reaction

Rl: C +1/2 0, — co
f2: G# HZO —=! gt H2 Hetrogeneous
R3y -G * CO2 =& 260 Reactions

R4: (O + 1/2 O2 — 602 . Homogeneous

R5: H2 + 1/202 — H20 ) Reactions
R6: CO + H)0 z=—= CO, + H, '

o Gy A g
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Reaction (R6) is assumed to be at equilibrium and reactions R4 and RS are
assumed to go to completion instantaneously. The process of hydrogasi-
fication ( C + ZHZ-—-CH4) is neglected because it is negligibly slow
compared to other char reactions. FLAG does contain a CH, concentration
equation, but the production term has been set to rero. Therefore, the
concentration of CH, varies throughout the reactor by advection and
diffusion, but not by chemical reaction.

The chemistry package contained within FLAG is consistent with the
reactions given above. FLAG, however, contains three subroutines which
are extraneous. These routiines are CALCSI, CALSI and CUBERT. These
routines were part of the FLAME code, but are not part of FLAG.

The following set of reaction rates are used to describe the set of

chemical reactions

RL: €+ 1/2 0,~C0 (2.3-1)
ry = ky C02 kg-mo1-C/m2-s (external area)
k, = 3.007°x 10° exp(-17966/T)) (m/sec)

The steam gasification and COZ gasification rate constants are
stated as fitting reaction rate data for llestern Kentucky char.

RR: £+ HZO ==»C0 & H,y

F2 = k2 Gyp
ks =:858.5 exp(-17594.4/Tp)

R3  C + O, —= 2C0
Fq ™ &g Cops
ky = 6.25 x 10% exp(-29491/T))

R6 Water-gas shift equilibrium
CO + H,03=C0p *+ H,

= -1.6945 + 1855.6/T

LogloK 1 5.6 9
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where Tp is particle temperature and T, is gas temperature.

g

The final part of the chemistry package describes the change in the
particle due to the reactions. The dependence of the reaction rates on
the amount of carbon present in the char particle is accounted for by a
shrinking core approximation function ¢ , where

¢ = (1-x)2/3 (2.3-5)

carbon gasified (2.3-6)
initial carbon content of particle

The basic idea of the shrinking core model [reference (2)] is that
the particle is composed of a porous ash sphere containing carbon. At
the beginning of a reaction the carbon 1is uniformly distributed
throughout the ash sphere. As the reaction proceeds, the size of the
particle does nct vary, rather it is the region containing carbon within
the particle which varies. It is further assumed that the carbon containing
region i3 always spherical and the reaction only occurs on the surface of
this carbon containing region . This region of course shrinks in size as
the carbon is consummed. This leads to the relationship

3
X = 1_<E)
0

= radius of carbon containing part of
particle




R0 = particle radius. This is the radius of the
ash particle left when all carbon is

consummed.
The mass balance for species i at particle surface is
given by

kg (G5 = Cy,) - Z b,
) T

specific rate of reaction j

:th

= stoichiometric coefficient of i species, jth

reaction

i&
kg = mass transfer coefficient
Ci " concentration of ith species at particle surface
Ci = concentration of 1th species in bulk fluid

The mass transfer coefficient, kg, is obtained from an empirical
relationship. The relationship used is

Sh = 2kgd = 2 + 654 Rel/2 sc1/3 (2.3-9)
s
where
Sh = Sherwood No.
Sc = Schmidt No. = . /pD
. Re = Reynolds No.
- o = Molecular diffusion coefficient
d = particle diameter

The diffusion coefficient appears to be from the Chapman-Enskog
diffusion equation and is given in FLAG as

o = 1.265%1078 (Tg)’/z

p




where Tg js the gas temperature in% and P is in atmosphere.
two things have been done in FLAG.

.654 to .60.
coefficient be

First, a minor change was to change
This is a minor point because reference (4) recommends the

reference recommends

Therefore, the coefficient used is acceptable, but confusing since it is

different from the stated value.

needs further investigation.

The second point, .however,

two terms in equation (2.3-9) can be rewritten as

rel/2 sc1/3 . ( Md 172 ¢ -1/6

The Schmidt number usually takes on values form .5 to 1.0 so that Sc
is between 1.12 and 1.0.
the equation evaluated is

Sh = 2.0 + .60 (%i)%.

Considering all of the approximationsg

What has been done in FLAG is to set Sc = 1 so

in creating FLAG,
but this should be

probably has little effect on the results,

gated further.

Finally the rate of change of the particle mass is given by

where AS is the surface are of the narticle,

S
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The rate of conversion is given by

The numerical form of these equations as programmed in FLAG are given in
Chapter 1IV.

2.4 Heat Transfer

The two source terms, Scond and Srad' in the energy equation repre-
sent the energy transfer between particles and fluid by virtue of
contact betwee~ the two components and energy transfer through out the
system by radiation. Specification of Scond is fairly easy by assuming

this component can be modeled as convective heat transfer to a sphere.

Then
(2.4-1)

Scom: . ZAhd Nu (—rc_:, '—rp)

where

Nu = particle Nusselt Number = hd/k
Aw = Empirical heat transfer coefficient
h heat transfer coefficiet

d

particle diameter

This term is evaluated in subroutine COND where a DATA statement sets

An= .1 (3 /(sec-m-k))
Nu = 2.0

The evaluation of the radiation source term is more complicated. A
radiation model 1is developed by treating the energy as photons rather




than electromagnetic waves. The change from a wave to a particle view

point allows photon movement to be evaluated in the same manner as
neutron transport in a reactor. The later process is well documented and
may be found in reference (6), and when coupled to the assumption that

the radiation field is at steady state produces a diffusion equation for
the energy flux

—V-(%’-VZ(,)-’P ?}\L = g (2.4-2)

2. = Radiant energy flux in direction (w4m2)
S = Radiation source term
A = Absorption and scattering mean free path

AS

FLAG contains a DATA statement that sets
l/A = 15
AS 7

The radiation source term in equation (2.4-2) has two parts, a particle
source

4 2
SP— 4e,0T NIy ey

and a gas source

4
5<3 = 4K90'T3
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Stephen-Boltzman Constant
particle number density
particle radius

particle temperature

gas temperature

1/ X s

emissivity

particle emissivity is based on a mass averaged value for carbon
i.e..

€. +

ey - Mass of carbon
My Mass of ash
+
My = m. +m,
.~ emissivity of carbon

c;== emissivity of ash

The same DATA statement used to set A, is also used to set emissitivity

(=

& €, .50 aa < .89

Equations (2.4-3) and (2.4-4) are substituted into equation (2.4-2)
to evaluate €. This is a straight forward process, the equation is
finite differenced and the resulting algebraic equation solved with line
successive over relaxation. Once & is known the gas heating per unit
volume is calculated from

— - o (2.4-5)
SMD_KS(‘U. 4dT9) =




2.5 Diffusion Coefficients

The diffusion terms in the momentum, energy and concentration equa-
tions require a diffusion coefficient, ", before they may be evaluated.

The coefficient has a molecular contribution and a turbulent contribution
and is assumed to be the same for all transport equations. The molecular
part is evaluated using Sutherland's viscosity model

Y

Z 2.5-1
/a:(:r_ o e
,141, Ta A + fi

BoU1,ALo and T, are reference quantities and S1 is a model constant,
which for air is

S, = 10 W (2.5-2)

Values for reference quantities have been chosen so that as used in FLAG

equation (2.5.-1) is

L _15rig S T o
- a(T+9)

6

The numerical coefficient of 1.5 x 10°° is actually the value of

kinematic viscosity at the reference temperature, thus & appears in

equation 2.5-3 in oder to convert the equation back to absolute

B viscosity.
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The turbulent contribution is evaluated using a Prandtl mixing

theory. The turbulent diffusion,‘qt. is given by

(2.5-4)

ekt A3 o0 (V’z)yz

t

where p is the gas density and 1 is the mixing length and ( \—/'*’)l§ is the
rms velocity fluctuations, and is given by

%

—_ 2 2 (2.5-5)
- /2

, PR = (Q\A)J,(M)

¥ X dy

B

;’_.

:';

B The value of 1. is rot fixed in the code, but is an input variable.

Adding together equation (2.5-3) and (2.5-4) produces the diffusion
coefficient required for the momentum, energy, and concent:aticn equa-

tions

M=+ [ (2.5-6)
Two other estimates of the diffusion coefficient are made beside

the value- of [g as shown above. The first value is based on viscosity

necessary to maintain the cell Reynold's number below a certain level. A

DATA statement in subroutine TURB sets this limit at Re . = 50. Using
the definition of Reynolds number, two values of viscosity are evaluated

T TR T TR e W

<
2

X — Re (2.5-7a)

<
3




Now from the values calculated, Y;, \)x s \),’ choose the largest value.

Next, choose the smaller cell dimension, i.e., &x or 63. This can
be viewed as a characteristic length scale for the energy dissipation
eddies in turbulent flow and may be used to create a diffusion coefficient
as

V. = va ¥
5t
where &% is the characteristic dimension and §t is the time step. The
value of V. is compared to the value of the coefficient chosen in the
first step with I';:' defined as the smaller of the values.

There are two important points regarding this evaluation of l". This
variable is calculated in :zubroutine TURB. Within TURB are two state-
ments which may be removed but if left inplace negate the evaluation of
equation 2.5-3 and 2.5-6. Immediately after calculating (2.5-3) a
FORTRAN statement sets Al= .1, and immediately after ev>luating (2.5-6) a
statement sets "= .1; this value corresponds to an average value of the
turbulent levels expected irn a typical gasifier. FLAG has been run with
different values of [ ranging from .05 to .25 and as would be expected,
the larger value tend to cstabilize the calculations. Exactly how useful
is the model and what are the effects of varying the mixing length need
to be further investigated.

2.6 DOrag Coefficient Model

The gas-particle drag term is evaluated from a curve fit to experi-
mental data. Figure | taken from reference (7) shows a series of
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Figure 1 Coefficient of drag over particle cluster - Reference 7
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curves taken from experiments done for a range of voidage, particle size,
and Reynolds numbers. The force is for a fluid flowing over a large
number of particles, not an isolated particle. The drag coefficient and
Reynolds number are based on local quantities where

(2.6-1)

__Jil___.
2 2
I pe d'U.,

Re = 52319@; Urel
%k

Fd Drag force on particles
Urd- Relative velocity
p = 9as density

d = particle diameter

€ = void fraction

The curves shown are not in the most convenient form for computer
evaluation. Therefore, the curves are recast as shown in Figure 2
and a curve fit of this plot is used in FLAG. Table 1 . shows the data
used for the curve fit. The functional relationship used is

CD — 9_'_ (2.6-3)
(Re)?
This is a piece wise curve fit, i.e., C1 and C2 vary from cycle to cycle
in Reynolds number and void fraction. The point to keep in mind about
equation (2.6-3) is that it represents only points on the curves. Linear
interpolation 1is used to find CD for void fractions not directly on the
curves.

procedure is to first find the Reynolds number range and then

=2k
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Table 1 Coefficient used in curve fit of drag data

340

340

190
51.8




the void fraction range. Table 1 is entered and equation (2.6-3)
isused to generate a value of Cp, at the correct Reynolds but void
fractions just greater and less than the value desired. Using subscript
";; U for values greater than desired, and L for values less than desired,
| the correct coefficient of drag is evaluated from

=l BEL €L
€y -€L

o Cp - CoL
Y Cou -CoL

2.7 Particle Collisions

In order to create a tractable problem particle motion has been
formulated in terms of macro particles. Each macro particle represents a
number of micro particles distributed throughout space. This can be
visualized as a cloud of particles where all particles within the cloud
have the same velocity. If any computational cell contains two or more
macro particles there is a possibility of a collision . However, since
the macro particle represents a cloud of particles it would be possibie
for one macro particle to pass completely through another without one
being aware of the existance of the other. This difficulty is overcome
through the use of a statistical formulation for the collision. However,
the explanation of the collision process is more understandable if the
discussion starts by examining solid particles and then moves to tie
discussion of the interaction of the macroparticles.

Figure 3 shows one computational cell in the flow containing six
particles. At the start of a time step the particles are positioned as
shown. The arrow attached to each particle shows the particle velocity
and the dotted line indicates the particle path. A three step process is
required to determine if a collision occurs. The first step in the
process is to determine if the particle paths intersect. If they do,
then there exists the possibility of a collision. As shown in Figure
3 there is the potential for a collision of particle one with
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Figure 3 Possible particle collisions




particles two, three and four at points A, B, and C respectively. There
is also the possibility that particle three collides with four or five at
D and E respectively. At the end of this step those particle
combinations which do not have intersecting pathlines are eliminated from

further consideration. Also eliminated are those collisions such as
between particles one and two because the interaction at point A is
outside the boundaries of the computational cell.

The first step identifies the possible collisions, but if a collision
is to actually occur there is a second requirement, the particles must be
at the intersection point at the same time. The time is calculated based
on particle velocity and distance from particle to intersection point.
For example, let ]3E be the distance from particle 3 to intersection
point E and let ]SE be the distance from particle 5 to point E. The time
for each particle to arrive at point is then

Styg = 3¢
3

8t3E =8t5E

a collision occurs, but if they are not equal, no collision occurs. The
intersection times are calculated for the various particle combinations
and those combinations with incorrect intersection times are eliminated
from further consideration. This leaves only those particle combinationsg
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where the particles are at the same point in space at the same time.
However, this does not mean that every collision indicated actually occurs.
For example, two collisions are indicated if

Styc = dtgc
dtip = Stz

But it 1is clear that a collision between particles one and four
alters the path of particle one so that the collision with particle three
does not take place. The collision which occurs is the one associated
with the shortest intersection time. Again, for the example under
consideration

and so the collision is between particles one and four.

Normally, the number of particles within a cell is large enough so
that a particle will collide many times before leaving the cell.
Consideration of all particles and all collisions establishes the average
distance a particle moves before colliding with another particle. This
average distance, A, is called the mean free path. Any individual
particle can travel an arbitrary distance before a colliision, but on the
average, the collision distance is A . This idea is embodied in a
probability distribution function, P(S). The probability distribution
function [reference (6)] states that the probability a particle suffers a
collison before moving a distance, S ,is given by

’

Si(i:)
P(s) = - R
A(S'_)_ds
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where A is again the mean free path. If X is a constant, equation (2.7-1)
may be integrated to produce

=S/

Pty =1|—2¢8

(2.7-2)

Notice that P(S) is not evenly distributed with S, i.e., the probability
of a collision before moving a distance equal to one mean free path is 63%

but the probability of a collision before moving five mean free path is
99%.

Looking at Figure 3 if 193¢ = .5A and 118 = 5A the probability
of the particle undergoing & collision before arriving at point C is 39%
whereas the probability of a collision occuring before the particle
arrives at point B is 99%. The key is that something happens which
prevents the particle form reaching a particular point. Since the
probabilty of something happening to prevent the particle reaching point
C is lower than the probability of something happening which prevents the
particle reaching B, it is far more 1likely that a collision occurs at
point C than at point B.

It is important to understand that there are two separate issues at
hand. The first is that a collision at point C between particles one and
four has in fact occured. The second issue 1is that without actually
following the individual particles on a statistical basis there was a 39%
probability tht something would happen which prevented the particles from
reaching point C. It is this two stage view point which is extended to
the macroparticle description.

The macroparticles represent a large number of microparticles,
uniformly distributed throughout the cellyall with the same velocity and
identity. In other words the macroparticie is a cloud of microparticles.
From this view point two macroparticles could pass through one another
without any effect of one on the other. However, what is done in FLAG is
to choose a collision distance for each particle pair. The 1important
point is that the collision paths be constant with the collision




probability function. By this it is meant that there should be a large
number of collision paths on the order of one mean free path, but only a
small number of paths on the order of 5 mean free paths. These co'lision
distances are created using the random number generator on the computer

as follows. Fach particle is assigned a number { which has equal
probability in the range 0 to 1 , i.e. f js uniformaly distributed
over the range zero to one. A second number X is generated according to

X = —Qn(i) (&7

If equation (2.7-3) is inverted so that

& e e—X (2.7-4)

and compared to equation {2.7-2) it i5 seen that { as a function of X is
distributed in the same way as P(S) as a function of (S/A). Thus

uniformly distributed random numbers { are used to generate collision
distances, X , which are non uniformly distributed consistent with the

collision probability function, equation (2.7-2).

Now, the macroparticles can be viewea 1in the same way as the

I individual solid particles first discussed. Each particle has a
collision distance and this distance is consistant with the probability
distribution function. At this point the macroparticle collision

distances must be viewed in the same fashion as the solid particle

collision distances. Again, referring to the example of solid particles,

particle one has a collision distance with particle three and particle

four, but only the first collision involving minimum collision time I;

actually occurs. The same thing must be done for the macroparticles;

! from all of the collisions which the macroparticle can undergo, one must
' be chosen to be the actual collision. This is accomplished by assigning

each particle a second random number which serves the function of

collision time. This second random number is again created using the
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random number generator, but there is ne further transformation as with
equation (2.7-3). This is because the random number generator picks
numbers from a uniform distribution which is exactly what is required to
simulate time since time is uniformly distributed.

The procedure outlined above thus assigns eacli particle pair a
collision distance and collision time in a manner consistant with
the probability distribution function for solid point  mass
particles. A1l of these calculations are carried out in subroutine
COLIDE. Section 4.4 of this report details the computational expressions
which appear in COLIDE co implement collision mechanics.

There is, however, one more step in the collision process which must
be taken into account. The macroparticles are assigned a non zaro
diameter, i.e., they are considered as distributed masses rather than
point masses. This means that the relative pcsition of the particles at
time of impact plays an important role in the outcome of the collision. This
can be seen in Figure 4 which shows two possible collision
configurations. In both a and b of Figure 4 the particles have the same
velocities, but the point of impact is different, so that the final
velocities after impact will be different for each case. This is
accounted for by generating a random number used to specify the impact
point. This process is carried out in subroutine COLVEL.

2.8 Agglomeration

As mentioned above, FLAG does not contain any mechanism to account

for agglomerations, however, a separate set of subroutines has been developed

at West Virginia University to implement the JAYCOR agglomeration model.
The model is presented here and the code to implement the model is given
in detail in reference (3). Basically, there are three parts to the
model. First, the determination of whether or not two colliding
particles agglomerate, second, the final velocity if agglomeration occurs
and third, the final velocity if no agglomeration occurs.

0=

.
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Figure 5 shows the configuration for two spheres undergoing a
collision. Model development starts with a description of particle
deformation for an elastic collision. The equations are then modified t-
account for viscocoelastic collisions. This produced equation (2.8-1)
which is a relationship between the approach distance verses time from
start of collisicn.

2
da — =
= 4 By Hit-1,)

(2.8-1)

The initial conditions are:

&) =0 and d;k' == \/

at i

= mass of particle i

r = distance between centers
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Collision of two particles: agglomeration
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GC = _Jaéag.gi = shear modulus of particle i

9,+9,

7c' = z'_'ZLrZ= viscosity of particle i
o A

Fb = binding force

0 t<o
H = Heaviside step function H(t) = }
\ t>0
tm = time at which maximum deformation occurs
Vn = initial normal component of approach velocity (relative

velocity)

The first step in determining agglomeration is to integrate equation
2.8-1. The integration starts at time equals zero with the given initial
conditions. Figure 6 shows a typical curve, where the maximum point
on the curve defines a time to: At this time & is a maximum and for
values of time less than this, the last term in (2.8-1) is zero. After
t the Heaviside function is set to one and integration continues until
time t.. Time te corresponds to the point on the curve where

dza,/dt£ = 0; at this time integration stops. The system kinetic energy is

2
& :L“_v£ (2.8-2)
ke 3
where
VF = dea (2.8-3)
dat
-t=tF
_37_
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and the binding energy is

d‘._ = & (shen -t etF

Agglomeration occurs when

b

E"p 1 (2.8.-6)

The next step in the process is to determine particle velocity after
collision. If agglomeration occurs the particles stick together to form
one new particle with velocity given by

(2.8-7)

The subscript ™ac" indicates velocities after collision.
agglomeration does not occur the velocities after collision are
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O = collision raaius

[A] = number density of Particie A

[B] = number density of Particle B

e = coefficient of restitution

-V1= velocity of particle 1 ( Vector quantity )
Vo= velocity of particle 2 ( Vector quantity )

It should be noted that the particle velocities after collision must
be calculated regardless of whether or not agglomeration occurs. The set
of subroutines which make up the agglomeration package does not contain a
subroutine to calculate the final velocities. These calculations are
carried out in a subroutine called COLVEL which is the FLAG subroutine
used to calculate the velocities for nonagglomerating particles. This
would be perfectly acceptable if everything within COLVEL is correct.
Unfortunately, the equations given in COLVEL are not consistent with
(2.8-8) and (2.8-9); COLVEL is discussed in greater detail in section
4.2.
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Chapter III
Grid System

The grid system implemented in FLAG is a rectangular-staggered mesh
system as shown in Figure 7. This is termed a stzggered system
because thermodynamic variables such a&as pressure, temperature, and
density are defined at the center of each cell, but the velocities are
defined at the cell interfaces. This is shown more clearly in Figure
8. The lower left hand corner of the cell is denoted by point (i,j)
with i increasing in the x-direction and j increasing in the y-direction.
As depicted the x-axis is the center 1line of an axisymmetric flow
entering at the left and exiting on the right, i.e., this is the axial
flow direction. Thus, the y-axis is the radial flow direction with the
container wall in the upper part of the grid. This orientation is
maintained throughout this report. Unfortunately, the notation in
several of the FLAG subroutines interchange the i and j indices so that
the axial velocity, U, is along the y-axis and moves in the direction of
increasing j. If FLAG is modified the first step in the process is to
determine whether increasing i or increasing j corresponds to the flow
direction. Regardless of the orientation or indexing, U is always in the
axial direction.

One other point needs to be made concerning the correspondence of
variables as shown in Figure 7 and the quantities found in the
computer code. The integer and fractional nature of the subscripts
clearly indicates that the quantities are not evaluated at the same point
in the flow field. Computer languages do not allow fractionally
subscripts which results in Xi,j° Ui,j+5’ Vi+%,jand P1+5J+& being denoted
by X{1,J), u(1,J), Vv(I,J) and P(I,J). To the unwary the fact that the
values of I and J are the same for all the variables leads to the
incorrect belief that the variables are all evaluated at the same point
in space. Determining the point at which a quantity is evaluated is
fairly easy, velocities are always evaluated at cell boundaries as shown
in Tigure 8 and all other quantities are evaluated at the center of
the cell.
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) RS | If there is a need to produce a variable at some point other than
L'?I the point of definition, surrounding values are :zveraged. For example,
T | the axial velocity at the cell center is
r
'J . Ui+;§,,j+% = ;E (U1’J-+L5 + Ui+1).j+1§) (3-1'1) o
L. ! - "
Rirtow or as it may appear in a computer code 1
Uc = %(U(I,Jd)+u(1+1,J))
In variable mesh systems averaging variables can present problems, this
f is examined in greater detail in Chapter IV.
| 8
% The staggered grid also influences boundary conditions. Again look
| 4 at Figure 3.3-1; line AB is the inlet, line BC is the container wall,
r; line CD the outlet, and line AD is the centerline of the flow. Now
1 3 consider the standard no slip boundary conditions on the container wall.
[ j These condition specify Uw=0 and Vw=0’ but because of the staggered grid
!: U, fs not a defined quantity. The correct boundary is created by con-
| § structing a row of cells outside the true flow field to mirror the f;'
; ! interior cells adjacent to the boundary. Now, the wall velocity is given f
(} by the average of the velocities above and below the wall, i.e. el
1 8 g
Ui w5005 50 * Ui, uag) (3.1-2) e.,

But the wall velocity is zero, which means Uj; jw+%='ui wlg’ Boundary 3 ﬂ
conditions are thus met by including the appropriate values in the fic- - i

! ; titious cells. The grids, A' B' C' D', shown in Figure 7 is the flow hi

region, ABCD, plus a row of fictitious boundary cells. The complete set
of boundary conditions is examined in more detail in Chapter IV.

The FLAG code allows a maximum of 40 points in the axial direction
and 10 points in the radial direction. The 40 x 10 grid includes the
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fictitious boundary cells leaving a 37 x 7 cell flow field interior to
the container. There is no guarantee that 7 cells between the centerline
and wall can always resolve the flow field. Poor results may be obtained
if the center of the cell immediately adjacent to the wall is completely
outside the boundary layer. The FLAG code was configured to allow
variable mesh grids. This would allow concentrating node points ir high
gradient regions and also allow for non rectangular containers. This is
a capability which must be used with extreme care. This is also a topic
covered in greater depth in the next chapter.
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Chapter IV
Method of Soiution

i
¢

S 4.1 Difference Formula

‘* The form taken by finite difference operators is determined by
such factors as whether a uniform or variable mesh is used, what order of
_;H accuracy is desired, and the tvpe solvers at hand. Therefore, particular
operators may be chosen just because the algebraic equations generated
are of a type solvable by a package already in hand. The first step in
the solution process, the choice of finite difference operators is thus
determined by the last step in the process, the solver package. This is
somewhat true of the flow routines in FLAG. The finite difference formu-
13 lation used in FLAG is the standard second order accurate central differ-
erce scheme. But the manner of implementation and pcint of implementa-
tion are intimately related to ICE solution philosphy. Thus, to under-
stanu the flow code more is necessary than just knowing the form of the
difference operators; the basics of the ICE method must also be under-
stood. Two examples are given to provide this knowledge. The first
example is for a constant grid system and the second for a variable mesh
system. The finite difference operators and the flow equations as used
in FLAG are presented in the appendix.
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Before proceeding to the development of the equations used in FLAG it
is worth while to quickly review a few concepts. There are a number of
ways in which the solution to the governing equations can be formulated.
The first, and simplest is an explicit formulation. For this formulation
the time derivative is evaluated as a function of all the other terms
13 evaluated at time level n, i.e.

—}%—: Q(Ogo %—‘gaa;%:,) (4.1-1)

A simple forward difference in time replaces the left nand side of the
equation, thus
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(4.1-2)

Ry n+l

D = 3+ %06 o)

Normally, the time step, &t, must be very small for the process to be
stable.

A second, more complex method, is a predictor-corrector method, for
example MacCormack's method. The process again starts with equation
(4.4-1), but the result obtained in (4.1-1) is considered a temporary
estimate of the new value and not the correct final value of the quantity
at level n+l. If the result generated by (4.4-1) is given as qn+1 then
the correct value at n+l is given by

(4.1-3)
e+t n —

9= g d( )

where Q in =y ation (4.1-3) is not the same as Q in (4.1-2). This may be
strictly a two step process, i.e., the calculations are advanced from one
time 'zvel to another by first applying (4.1-2) then (4.1-3). However,
this need not be the case. Equation (4.1-3) represents the correction to
the estimate of the value at the new time level and may be applied recur-
sively. This means that the result obtained by one application of (4.1-

3) maybe viewed as a new estimate to be corrected by a second application jﬁ
of (4.1-3). This procedure is continued until two successive estimates E
are within some predetermined distance of each other. Thus, qn+l is -5
estimated k times before the flow is actual advanced one time step. It B4

is assumed k is small and t relatively large so that to reach any time
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5 level, the total number of calculations will be less than if a purely

explicit method is used.

The third technique is a purely implicit technique. Here, all the
terms in the differential equation are evaluated at time level n+l. This
produces a problem with N equations in N unknowns which is solved by a :
matrix inversion technique. It is assumed that t may be made large —
L. | enough that regardless of the work required to invert a matrix, the total :
: work will still be less than in either of the first two methods.

The equations generated for use in the FLAG code are semi-implicit.
What this means is that more than one term in the differential equation
is evaluated at time level n+l, but not all of the terms. All of the
remaining terms use an estimate of the n+l quantities. This will become
5 more understandable as the development proceeds. However, what is being
! done is to combine the second and third techniques given above to produce
| a stable method with a large time step that will require less calcula-
tions than either technique.

L The equation which forms the foundation of the flow code in FLAG 8
will now be developed. The idea is to first write the energy and two iy
| momentum equations in a finite difference form, then replac the veloci- o
ties in the convection terms of the energy equation with velocities
1. obtained by analytically solving the momentum equation. e

! The analysis will foc. on the cell shown in Figure 9 with point
:

(i,j) at the lower left hand corner. The idea is to expand the energy
equation around the pressure at the center of the cell, point (i+,j#s). ; i
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The start of the process is to form a centered finite difference for the
axial convecticn term in the energy equation, i.e., the second term on
the left hand side of equation (2.1-5).

=N+l 4.1-4
(T +sT)| = Llfugest) 7
QX Ii‘&,jd’z AX i+|,j+}2 o
n+t
[LJ(’I;_.,+5T)J,
1.,64-?2 4
y Consider the first term on the right hand side of equation (4.1-4),
l . (4.1-5)
% N+l n+l L+
3 T + ST = - ;
.-;ﬁ:f; U( B > )m,awz_ (—I—[;U)Ln,rh_’h (ST U)LH,SH’L

A number of things are done to modify equat on {(4.1-5). First, the
velocity which muliplies TB is replaced by a time averaged value

1 N+l el
n
L+l (=Y2 ( U 4 + U )/Z'
g Uy by L4, 4t
N+t
This is a standard Crank-Nicolson formulation, and the value of U joba

is considered unknown. Secondly, the remaining two terms on the right
hand side of the equation are replaced by the latest estimate of these

1 (5T-U)" (sT)
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where the overbar indicates the average between the n and last estimate

of the n+l values.
L1+lz)/

Remember, this 1is an iterative process and there are a number of
estimates made for the quantities at time level n+l. Now equation
(4.1-4) is

L] n

(U

L,JJ.YL

(4.1-6)
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Or, in a more compact form
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The momentum densities at (i+l,j+%) and (i,j+%) will be replaced by an
expression derived from the momentum equation.

As with the energy equation not all of the terms in equation (2.1-2)
are evaluated at time level (r+l). Appendix II presents the equations
shown in complete detail. Here, the momentum equation is presented with
the various terms gathered together by time levels. Thus

% =-c¢ w0 +R,

The convection terms, diffusion terms and source terms are evaluated
using values at time level n or the last estimate of the quantity at
level n+l. All of these terms have been collected into the last term,
R,- The second term on the right hand side of (4.1-8) results from the
drag term. Details of the generation of this term are given in section
4.3. Finally the pressure term is modified as follows.

_JAP-R +R) Q( P+Q) =
X — K bx

since PB is a constant.




Equation (4.1-8) is now finite differenced and solved to provide the

values of U"~  and U™ , . Thus equation (4.1-8) becomes.
L, j472 ‘-.j"‘/z-

& ne+| Nnel
— o _sp _
UL+'.3*‘/2. —5%(5%,/“% %L‘,M*,Iz)(ét.l 10)
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L+, 5"’/2_ L+, v U

Lrl, 4+l

Solving (4.1-10) for the velocity at the n+l time level produces.
(4.1-11)
n+\ l n
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Similarly

g | a (4.1-12)

+Y
Ly () +st KU*’/) Ut.j"/t

3

ec, L’é%t e
A= (Faa~ —5) )~ R,

L 14-}2'

Equations (4.1-11) and (4.1-12) are substituted into equatioa (4.1-7) to
. produce

[U(T +ST):| Ta St € 141,40 8 (4.1-13)
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Remember, the energy equation is being expanded around the pressure at
point (i#s,j+s). Thus, in Figure 9 the pressure at ((+3a2,5+)2) is
to the right of the expansion point and the pressure at (L-Pz'é.l.h) is to

the left. This allows a more convenient representation of equation
(4.1-13) as

] ! N+l (4.1-14)
A[U(—gj:gﬂ = R "

l"3/2 '6*'/1

R T LU - iSO (G

L4 4, Ghig+ly Lshgsth -4, 32
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With equation (4.1-14) as a guide, it is easy to see that the radial
convection term in the energy equation is given by

N+

i . r (4.1-15)
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In each equation the center coefficient is the sum of the surrounding
coefficients, i.e.

' ' ! (4.1-16a)
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Also notice that Bu and BV are known quantities because they are entirely
‘ evaluated in term of quantities specified at time level n or the last
estimate of quantities at time level n+l. Equations (4.1-14) and (4.1-15)

are now substituted into the 1left-hand side of the energy equation
(2.1-5) to produce
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This defines the left hand side of equation (2.1-5). Now, attention

is focused on the right hand side of the equation. These terms are
reproduced below

% 01kl (12_0 aeugf +aev-%r‘p— "’CPTFM—Z%Q
(R B - LB + 4]
Eds .+ 5.)

Clearly, there are a number of different ways to evaluate the individual
terms. Within FLAG the decision was made to evaluate the first three
terms from known data at n or the last estimate at n+l, and the last two
terms are evaluated at (n+l). Thus,

it
2

(4.1-18)
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Evaluation of K1 and KZ is considered in detail in section 4.3. Equation

(4.1-18) is now substituted into equation (4.1-17) to produce equation
(4.1-19).

3 ’1‘{‘
Y .

e R I PR ey X




n« n It nH
: A M + ig_ . (_0-7‘8.'4_ SFI?‘ '3 '
3 s .
W :“ nd ?n+‘
™ IST
—ALL*’E:&‘ 8?"’1'6""- ik < ey (4.1-19)
n« ! i
+(acu, +AN)BP,
- 880, e+ Al B
" v
h BUL‘Y‘I&‘VL - -bvul.vl.&ollz] = A
D KSR 4
L&'/z,yﬂz e \?i&'é,&.g'l‘ == Klgpl-b"’&‘kl
Equation (4.1-19) is put into a more compact form by first multiplying
through by 8t, moving all terms involving SP"+1 to the left hand side of .

the equation, moving all known quantities to the right hand side of the
equation, and finally absorbing the factor ¥RSt/c into the coefficients of
the pressure terms. This produces equation (4.1-20).
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here
! AD =1 + K1 + K2 + AR + AL + AT + AB.
as the solution of equation (4.1- 20) is the major

ure obtained
THR PR pessare drives the flow, and requires further inspection.

element of FLAG. This p
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Some of the terms on the right hand side originate in the u and v
momentum equations, some orginate in the pressure equation, and others are
created as a result of using the Crank Nicolson fcrmulation. Some of
these terms are of course numerically larger than others, and perhaps the
smaller terms may be neglected. However, it is important to understand
that as solved in FLAG, most of the terms on the right hand side of
equation (4.1-21) have been set to zero. If these terms are small, then
little error results by setting them to zero. However, there is nothing
to indicate these terms can be neglected and until proven otherwise this
assumption should be viewed with caution. Appendix II contains the
complete pressure equation in terms of all flow parameters and lists the
terms retained,

The above development provides the basic ideas on how the flow code
was created. As used in FLAG the various terms must be modified to
account for variable spacing. The modifications are explained below and
the basic finite difference equations as used in FLAG are given in the
appendix.

Variable Mesh Grid System

The preceding development was carried out for a uniform grid system.
In this section the finite differencing methods for a variable mesh
system are developed. One important key in the development is to realize
that terms in the energy equation are expanded about the centcr of the
cell, but terms in the momentum equations are expanded about the cell
interface. A review of equations (4.1-3) - (4.1-12) show two types of
terms which must be evaluated, the convection terms which are first deri-
vatives, and the diffusion terms which are second derivatives. First
consider the convection terms for the energy equation. Figure 10
shows the formulation of a term as expanded about the center of a cell.
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Figure 10 Variable grid mesh




This is a centered difference about the cell center. There is no
difficulty in providing values of the velocity because velocity is
defined at the cell interfaces (i) and (i+l). On the other hand the
temperatures are defined at the center of the cell and are obtained by
taking a simple average i.e., Ti = K (Ti+l= + Ti—k)' This assumes a
linear variation between cell centers, but is correct only for a uniform
mesh. If mesh spacing does not greatly vary this introduces a small but
acceptable error. However, for large variations from cell to cell the
error maybe sustantial.

The second type of term evaluated at the cell center is the second

Q—(f’ QI)(,JL (4.1-22)

derivative

X 0X

This is evaluated in a two step process. First set

— T
g =T3¢

so that what is being evaluated is
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This is given by a cent.al difference

%L“_ %‘; (4.1-25)
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The second step is to evaluate q; and di41

again a centered difference
»
formula is used.

(4.1-26)
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Again a variable step size is used, but the formulation is strictly
correct only for a constant step size.
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Now consider the momentum equation, which requires the evaluation of

(4.1-28)
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These terms are evaluated simiiarly to those given above, i.e., central
differences are taken about the expansion point, X .
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Both 4 and U are easy to specify. The former is a thermodynamic variable
and as such is defined at the center of the cell. The velocity is
required at the cell center and is easily specified as

U ., = (Uw‘*‘ U'L)/Z

*/

This is always correct regardless of step size because the average is
only over the individual center. The temperature average given above
required information from two cells. Nevertheless, equation (4.1-30) is
a central differznce equation over the interval between (i+¥%) and (i-%)
and actually represents the expansion around point o and not point i.
Point o is the point midway between (i-%) and (i¥g). Notice, the
momentum equation also contains the pressure gradient, which is given as

(4.1-30)
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Again the two values of pressure are exactly specified because they are
defined at these points; but, as with the convection term this is
actually expanded about pcint o and not point i.
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The last type of term evaluated in the momentum term is the stress
term. The same general procedure is used here as was used to evaluate

the second derivative in the energy equation.

g =rss

$(r¥)=%

L

Again equa:ion (4.1-32) is the standard second order central difference
expansion about point i + 1/2, but equation (4.1-33) is the expansion
about point o, not the point i.




Another point about the formulation is that in many of the terms
point values are rnot used, rather values are averaged over a number of
cells. Equation (4.1-34) shows the formulation for the x-momentum axial
advection term.

(4.1-34)

9(&UU) i K DU.>¢+":.S+’;<D>¢.+H+'A —<<ZL> U>—a,4% <U>¢-'f,.3+‘f;

0)4 “AX;

t

where the overbar is a time average given by

net n

- — AG 4+ A
= = 2

and the angle brackets are space averages given by
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When (4.1-36) is used to evaluate quantities, the result is to smear out
the gradient over a larger number of cells than just the two cells
indicated by the variable subscripts.
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4.2 Particles

There are three major calculations which must be to advance the
nerticle velocities and particle positions in time. The first step made
is evaluation of drag term, next is the determination of which particles
undergo a collision, and finally if a collision occurs whether or not
agglomeration occurs. The computational form of the drag equation is
given in section 4.3 and the equations to determine collis’ons are given
in section 4.4. The numerical formulation of agglomeration is detailed
in reference (3) and will not be reproduced here.

The formulation used in FLAG is implicit, thus in finite difference
form equation (2.2-1) becomes
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or solving for Vp

(4.2-2)
— 4 | — %i,Dr_b ==
v, = Xe ' Hg \Vy + Gt
I +%
Me
Having determined-v; at (n+l) the new position is obtained from (2.2-2)
as
—_— N+l — NN — N —_ N
= X +_§>_1',_(V + V ) (4.2-3)
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Notice, both equation (4.2-2) and (4.2.-3) are vector equations. The
actually coding provides separate equations for the axial and radial com-

ponents.
Once the velocity and positions are known other advanced time vari-

ables may be evaluated. The new particle positions provide the new
particle mass distribution which allows evaluation of cell void fractions

by
> — S —— 3
Cg | Z :VL, _;P__,NPdP (4.2-4)

wherechqj is the cell volume. The summation is over a1l macro particles

within cell (1,j) where Np is the number of micro particles of diameter d

which comprise the macro particle.

Similarly, the drag force per unit volume on the gas from the
particles is

(4.2-5)

Equation (4.2-5) is the defining formulation for drag in FLAG.

At the end of PMONIT a set of terms is calculated which is labeled
drag, but does not look like equation (4.2-5). These are the drag terms,
but they have been transformed as required for incorporation into the
coefficients of the pressure equation. If there is any desire to change
the drag model used in FLAG the terms must be reviewed to insure that
they are consistant with the new model and the coefficiedots of the
pressure equation.

Two other models within PMONIT need to be examined. The first is
the equation used to determine particle velocities afier a collision.
Figure 4.2-1 shows two particles with arbitrary velocities, Vl and V2,
undergoing a collision. Equations (4.2-62) and (4.2-6b) are found in




T —— A —r | R A ———— . - W g
R R ] m%#m

Figure 11 Particle Collision
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subroutine COLVEL. Equation (4.2-6) is used to calculate the relative
velocities based on the initial geometry and initial relative axial and
radial velocities i1nto the collision.

h (4.2-64)
( Uz: U,OD = { Uzi— Uli)(".—laﬁze +.Bsrio) — (Vz‘.—\/‘i3c.ase S0
- (4.2-6b)
,—=V.) = (V= V) Tedo +.8sin8) = (LU ) eon sum0
The two numerical coefficients, -.7 and .8, are set in a DATA statement
at the start of the subroutine. Now, consider two cases. The first case
is for two particles moving along the x-axis in opposite directions. The
relative velocity after collision is

: . (8.2-7)
(Uza;— Ulac) = "-I(qu Uu)

The second case is for two particles moving in opposite directions along

the y-axis. The relative velocity is
(\/Z“—- WMok = .8(\/2{-\/,'.) (4.2-8)

There is actually no difference between case 1 and case 2. Both
represent a head on collision, and the results should be the same.
Nevertheless, as can be seen, they are not the same. Further, comment
cards within FLAG state these equations were developed to describe an EE
elastic collision. Equation 4.2-7 1is consistent with an inelastic
collision where the .7 coefficient is the coefficient of restitution. On
the other hand equation 4.2-8 does not seem consistent with momentum or
energy conservation at all. Therefore, subroutine COLVEL reeds further

investigation to determine what has actually been program & ! and what is
the effect on the results, when the coefficients in the equations are

T T G

varied.
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4.3 Implicitization of Drag, Conduction, and Radiation

As shown earlier, the drag terms in the momentum equations and con-
duction and radiation terms from the energy equation have been made
implicit. The particle drag force is evaiuated in rearranging equation
2.6-1 to obtain

2 2
g i SR
B= g pedG U
relative velocity between
fluid and particles.

Ueel = \43 —V%

n+l

i | X N\ -
o= gfe A=\ (Ng—\p) s

which becomes

)

1
|
|
}4
]
:

n+!
F=K. Y, — K e

10 9 2D
This is the basic scheme to implicitize the drag term. Notice that
K1 is a velocity dependent quantity because it depends on the coefficient
of drag, CD. The scheme used evaluates CD at time level n, which makes
Kl an n level variable. This is an important point because Kl is a
strong function of velocity and may dominate the term. Thus, the scheme
ysed does not make the more important part of the drag implicit, and in

th

fact may do little over evaluating the entire term at the n~ time level.
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The two heat transfer terms in the energy equation are also made
implicit with the same method used for both. The term to be made
implicit is multiplied and divided by pressure; the pressure in the
denominator is taken at time level n and the pressure in the numerator at

level n+l. The procedure for the conduction term is

Seand = MA(T, - T.) (4.3-4)
or S = hAT, - hAT PM*L = ko Pl L g
cond | = le 2c
p
Similarly radiation is
S n R . 4 4 n+l
= °’€A(Tp Tg ) acATp —crfATg e (4.3-6)
pn
2 n+l
or 'S4 KlR P + K2R (4.3-7)

Each term involving P"*1 is moved to the left hand side of the energy
equation and the coefficients ch and K10 are ircorporated in AC of equa-
tion 4.1-19.

Now consider a different method of making 4.3-4 implicit

Te™ A (_:—P- Ty =) (-Iﬁ- 1) %z
9 9
where all terms are evaluated at level n except P which is evaluated at
level (n+l). Compare equations (4.3-5) and (4.3-8) for the case where
Tp = Tg. In equation (4.3-8) the scurce term is zero and AC is unchanged.
However, even if the temperature is uniform the ch coefficient is not
zero and AC is thus modified by the amount. A procedure similar to

(4.3-8) can be used for the radiation term with the same result; i.e..

2

-
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where the term is zero for uniform temperature. What this means is that
these term assume an influence out of proportion to their actual impor-
tance. These terms are not counter balanced by the other terms K2 and
K2R because both terms appear on the right hand side of the energy
equation, which as pointed out above, has been set to zero.

It should be firmly kept in mind that the flow is driven by the
pi essure which is determined by the energy equation. If the various
terms in the energy equation are distorted in importance, the pressure
solution is also distorted, and in turn the flow field. Thus, the
general implicitization scheme should be viewed with caution.

4.4 Probability of Two Particles Colliding

In order to determine which pair of macro particles collide the
following procedure is carried out. First a collision cross-section is

assigned for each possible collisions. The cross section for particle i
colliding with particle j is

_— |\/ (4.4-1)
oy =(r -1 3 =T |

the radii of the micro particles within
macro particles i and j.

= relative velocity between particles

T, T T
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The mean fiee path for macro particle i colliding with macro

particle j is

A = nJ. OZJ- (4.4-2)

nj = number density of j.

The total mean free path is given by
Ei
l J:l ‘J
This is summed of all the particles within a cell.

Each particle has already been assigned a random number using equa-
tion (2.7-4). At each time step the following test is made

F)<x<S(3)

n

-1
g1

The summation is taken over time steps. If (4.4-4) is true a colli-
sion occurs between i and j. Next generate

(4.4-5)
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where the summation is overall the particles which have collided
according to equation (4.4-4). Finally a second uniformly distributed
random number on the interval (0,1) is picked and the largest k is found
for

R
32; ﬂj << 62 (4.4-6)

Particle i collides with particle k.

4.5 Solution Algorithm

The pressure equation is solved using the optimized “block-implicit
relaxation” (BIR) technique [reference (8)} This technique is easier to
understand if compared to the ADI method. ADI [reference (9)] can be
termed a two step method for solving multi-dimensional problems. The
first step is to formulate the multi dimensional problem in terms of a
series of one dimensional problems. The second step is to solve the one
dimensional problems using the an efficient 1-D solver. Thus, ADI is a
technique of utilizing a method of solution which would otherwise not be
applicable to the problem at hand.

The idea behind the BIR method is very similar to ADI, it is to
divide a large two dimensional problem into a number of smaller two dim-
ensional problems (blocks) with a efficient 2-D solver to evaluate the
small problems. The 2-D solver used has been termed error vector
propagation (EVP){}eference (9)]method or the generalized sweepout method
(GSM). This metnod is not directly used to solve the pressure eguation
because the GSM technique is restricted to problems of less than a
specific size. The maximum problem size for which the GSM method works
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is normally much smaller than the size of the pressure problem. Thus, in
the spirit of ADI, the BIR method utilizes a very efficient method which
is otherwise not applicable to the problem at hand. The following dis-
cussion summarizes first the GSM method, then explains its block by block
application to complete the BIR technique.

Equation (4.5-1) presents a fairly general second order partial
differential equation. Equation 4.8-2 is the finite difference form of
the equation where second order accurate centered differencing was used
to replace derivatives.

VZCP + .K(x,'j)-_v.¢ +ByP = Sk, @S

ARE) ¢, T a AL;_J- qf-_,d+ AT, d>,A+T+- ABHC#LIJ s ./.‘\Cvcﬁ’LJ j (4-5-2)

Now solve for qb in terms of the other quantities

J"

$. - _ Lt (4.5-3)
s A_‘_J(S - ARy, —ALy®, — AB,P +AC,H)

If the values of ¢ along the row immediately adjacent to the
boundary row are known equation (4.5-3) could be used to sweep out the
rest of the interior points. However, if the first row of points is a
guess, application of equation (4.5-3) produces results which differ from
the true values by some error, i.e.,

(#a]
1

et
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¢ = CPLJ + e,_J (4.
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true solution

¥ -

Y

solution obtained from guessed values
error

Equation (4.5-4) is true for all points, including the top boundary.
This is important because along the top boundary ﬂb,;s the boundary con-
dition, which is known. Therefore along the top the true value of the

error, e, is known. There is linearly relationship between the error at
the boundary and the error of the values guess along row 2 given by

P (4.5-5)
8, ™ Ccle,

Creation of the fd] matrix is described below. Now,
equation (4.5-5) errors along row 2 are known.

to start the problem were guesses.
unknown.

by inverting
Remember, the ¢'s input
Therefore the corresponding e's were
Once the errors have been determined equation (4.5-4) is used
to calculate the true solution along the second row, which

used in equation (4.5-3) to calculate the true values “or all interior
points.

in turn is

The process does not actually start by evaluation e as

indicated
above.

Rather,cﬁ' as given in equation (4.5-4) is substituted into equa-
tion (4.5-3). Then the equation is grcuped in terms of ¢ and e.
group of termsgwith and s adds to zero;
solution.

The

this is because it is the true
The remaining terms define an equation for the error.

e
e = ( AR — AL z )(4.5-5)
L-y-l AT’ Zw)j AB Q AL’ 4y
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Equation (4.5-6) is the actual starting point and is used
following procedure.

(1) Starting at point (2,2) set ?zn 1 and ed‘z =0.

)

Sweep all errors using (4.5-6) to generate an error along upper
boundary e(,,‘max'
This row of errurs is the lst column of the (c) array shown in
equation (4.5-5).

Repeat steps 1,2,and 3 (IMAX-?) times. Each time through set e,,.f'

and all other e‘.2= 0 , and create an error

is one column in the (C) array

Qma 8

Invert (C) to obtain (t:)'1

/
Guess solution along row 2, ¢le

/

Sweep array to generate intericr ¢9 .

Create error vector along top boundary

¢, )ma b 4
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where 96 is the known boundary condition.
¢, jmax

(9) Evaluate error along row 2 from

e.= C, &

L,ymax

(10) Generate correct solution along row 2

/
¢i’2 - l..z eL,L
(11) The values of,éu_generated in step 11 and the boundary condition
are used in e&uation (4.5-3) to evaluate the solution at all
interior points.

So far the boundary conditions have been alluded to but have not
been specifed. There are four boundaries to consider, the inlet, exit,
wall, and center 1line. The first two are easy to specify, FLAG reads in
the inlet pressure and internally sets the exit pressure at one
atmosphere. Both values are held constant throughout the calculations.
The wall and centerline are treated in the same way, i.e., it is assumed

P =
(5&5 Wall or n c>

Centar lng
Equation (4.5-7) is finite differenced and the resulting equation is solved

for the presure in the fictitious cells. It is easy to see that the
pressure in the row of fictitious cell is just equal to the pressure in
the adjacent cells in the actual flow region. This means that unlike the

(4.5-7)

inlet and outlet conditions which are fixed at some specified values the
wall and center line boundaries must evolve along with the flow in the

interior cells. Because of this the wall and center 1line bcundary
coaditions are part of the solution algorithm and are thus automatically
evaluated by the cude. The user does not specify these boundary
=78
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conditions, in fact, extensive code modification is necessary to remove
these boundary conditions from the general algorithms and make them user
controllable.

A second important point about equation (4.5-7) is that it is essentially
a boundary layer approximation. This approximation is accurate when the
boundary cells are submerged within the boundary layer, but there is no
guarantee this approximation is valid if the boundary layer is completely
enclosed by the boundary cell. Another complicating factor is that
equation (4.5-7) does not take into account the presence of particles in
the flow. The particles may make equation (4.5-7) a good approximation
even through for the same flow velocities without particles equation
(4.5-7) is a poor approximation, however, this is not a certainty.

The major difficulty with this technique is that roundaff and trun-
cation error destroys the solution. Thus, error associated with the com-
puter word length limits the use to problems smaller than some maximum
limit, perhaps a 10 x 10 problem. The BIR technique divides a large
problem into a number of small blocks where the small problems can be
evaluated with the GSM.

Figure 12 shows a 14 x 14 grid divided into nine 6 x 6 blocks.
Boundary conditions are given along ABCD. The process starts by guessing
values along the even numbered lines. Next block 1, bounded on the top
by line 6 and on the right by line 2 is evaluated using GSM. This step
creates new values within block 1, but more importantly it creates values
along line 1 which serve as boundary conditions for block 2.

Block 2 with vertical boundaries 1 and 4 and top boundary, line 6,
is evaiuated next. This produces values along line 3 which serve as
boundary conditions for block 3. This process continues until all of the
subblocks have been evaluated. The only requirement is thit blocks over-
lap so interior points of one block foru boundary points for adjacent
blocks.
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This is an iterative process. The initial boundary values for the
blocks were guessts. Sweeping through all the blocks improves the
values, but one sweep does not resolve the problem. Thus, the relaxation
in  "Block 1Implicit Relaxation". The process continues until the
residuals are less than a preset value, or until some maximum number of
iterations is exceeded.

There are a few points that need to be made about the actual coding
of the technique described atove. First, the usual procedure is to cal-
culate the coefficients or the finite difference equation in the calling
I routine and pass these values to the solver routine. This allows the

| solver to be replaced without changing the calling program.

Unfortunately, in FLAG the flow program does not calculate the required
coefficients. Racher the flow code calls the solver, and the solver in

et

turn calls another routine to evaluate some of the coefficients. But,

only a subset of the coefficients are calculated . This is because only
those coefficients related to the individual block being evaluated are
actually needed. To save storage oniy the one needed block is

- e

calculated. Therefore, if there is a desire to use a solver other than
BIR more is involved than simply changing the solver subroutines

The finite difference equation which forms the heart of the BIR sub-
routine is equation (4.5-3). Notice, the only difference between the
form equation (4.5-3) and the error equation (4.5.-6) is the source term

S Although Sij has been termed a source it is actually the right hand

b
= i
1] 1
side of the pressure equations. Rather than reproduce these equations a ;
number of times, only one equation, (4.5-7), is coded }
= RQ-TQ —AR. H (4.5-8) |
HLJ. RECURLJ( Q-TQ, § Pl |
4
— | — _ N ™ 1
AL"J’ LL-i.j ABL’J Ht.r'+ AC'-) H; _

-+-(\ - REC.UR;_D HL_; v
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Equation (4.5-8) is given in terms of the variables used in FLAG. In
this equation RECUR is used to preserve the exterior boundary condition,
i.e., values on ABCD in figure 12. Along these points RECUR is set
to zero, and for interior points it is set to one. Evaluation of
equation 4.5-8 is accomplished by calling subroutine SWEEP. The
arguments used in the call determine whether equation (4.5-8)is
interperated as the solution of the press: -e equation, or the solution to
the error equation. To evaluate error cet RQ=0, and use the error as the
argument in the call. To evaluate pressure set RQ=1, and use pressure in
the argument. The user is not required to actually set these quantities.
A DATA statement in the solver routine initializes twe variables D =0
and Dl = 1. When subroutine SWEEP is used to evaluate errors. D fis
contained in the argument list and sets the value of RQ to zero in SWEEP.
Similarly when pressure is evaluated Dl is in the SWEEP to one. Thus,
the calculations are correctly made without the necessity of user
intervention. The quantity, TQ, is the right hand side of the energy
equation as given in section 4.2. Presently TQ is evaluated in the flow
routine and passed to the solver, which in turn passes it to subroutine
SWEEP along with the pressure, and the value of RQ.

Finally, there needs to be a word about the solver in general. The
references cited provide a guide to the method, but the algorithm pro-
grammed does not appear in the open literature. As presented above a
trial solution is created by starting on one boundary and sweeping across
to the opposite boundary. However, here the trial solution is generated
by simultaneously starting at both boundaries and sweeping to the
interior. What effect this has is unknown, it may or may not decrease
the error. Whatever it does, is not documented in the open literature.
This strongly suggests that the BIR method as implemented in FLAG be used
to solve a simple problem, i.e., a transiernt conduction problem, so that
what the algorithm actually does can be better understood.
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= 4.6 Chemistry
"i- The reactions set forth in section 2.3 require slightly different
\ handling depending on whether or not the concentraition of oxygen in a
j
_— computational zone is zero or greater than zero.
_f N ~T=
.,,:; Case 1: Concentration for 02‘0 {combustion zone)
f Mass balances for 07 and CO2 at the particle surface produce "3
|
kg WRo, = Sopad k0B, 0 ™ Ka Bnis #8s EConucnl ISR
Vg Voomy 51 e G0, R G et a8 Wity |
] There is no net production of consumption of H20
; PR ((4.6-3)
h H,0, H,0
; Eguation 4.6-1, 4.6-2 and 4.6-3 can be solved to produce
5 » nl G b s RaiE . &L ]
_, (kg +fkq -]
-3 Clider
and @
Y A 't':‘ll
3 B gL G -C (4.6-5) Pt
COZ,S 0, L2y OZ’S 33

S
) ;_

Now rate of conversion is

L s e it ok

LS T Rl G % 6 ) (4.6-6)
3t “gur, 1 0,5 T F2 o T 43 Ceo, 500
v
]
¢
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and the production rates are

§'1
b 2 h
502 i ; - [(kl COZ,S + k2 CH20 + k3 CCO,S)¢4"ROJK -3 (NHZ + NCU)

(4.6-7)

2
0* K3 Ccoz,s)}émo]k - N¢o (4.6-8)

(ky Cq e *ky C
[102,5 2wy

The summation is over all particles in a cell and NH and NCO are inflow
rates of these components into the cell. 2

If all the oxygen within the cell is consumed in a time step the
cell becomes a gasification zone in the next time step.

Case 2: Concentration of 02 = 0 (Gasification zone)

In the absence of oxygen the reactions which take place are R2, R3,
and R6 are defined in section 2.3. For this case mass balances on the
components produce

o =k_ C (4.6-9)

HZO,S g HZO

(kg * ky9)




The particle conversion is

g . W
it jwe,

i

(ky Cy0,5 * ¥3 Ceo,,s) @ (4.¢-11)

and the production rates are

2

NP:
i _ L 2
SHZO = ??'-( Famd k, CHZO,S)k + ZNO2 - Tg (4.6-12)
L | ﬂP‘- .
SCO = - ( 9!4rrd k3 CCO ,S)k =g (4.6-13)
| 2 i 2
; "
: = ’
Seq ggarnfd (k, CHzo,s + 2%, Ccoz.s)k - T (4.6-14)
& 2
SHz - Z( 9{4Trd CHZO.S)k -ZNOZ +re (4.6-15)
) ¥
where r¢ is the rate for the water-gas shift reaction, R6. Equations

((4.6-12) thru (4.6-15) specifies the S, term in the concentration equation,
(2.3-1). However, the rate term g comes from the water-gas shift
reaction, a reaction assumed to be in equilibrium. This means that

TN et s A

rather than knowing the reaction rate 6° the parameter which describes
the water-gas shift is the equilibrium constant K,

FEF S Dy

K = Ccop Chy (4.6-16) 3T

..I?Ii I«I
'? CHp Cco, £
i1 . ;
i where .
loglok = 1.6945 + 1855.6/T (4.6-17)
9 !

knowing K rather than re causes a round about technique for evaluating
the gas concentrations. The first step in the process is to set g ® 0

in equations (4.6-12) thru (4.6-15) and use the resulting values of Si in . “;
e
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equation (2.3-1). The resulting values of the species concentrations will
of course be incorrect because rs in general is not actually zero. But
it is assumed that incorrect valurs may be used in conjunction with
equation (4.6-16). This is accomplished as follows, equation (4.6-16) is
rewritten as

{By - X)(82 - X) =K

(B + X) X
where
Bl e CIHZO - C'CO (4.6-186)
B2 = C'Hp * C'co (4.6-18b)
B3 = C'co, + C'co. (4.6-18c)

where the concentration in (4.6-18) are the newly calculated, but
incorrect value, and X in (4.6-17) 1is the correct, but unknown
concentration of C(O. Equation (4.6-17) is rearranged to produce a
quadratic equation

Ax2 + Bx + C = 0
where

(1 -K)
- (B3 + B2 + KBp)
B2 + B3

Equation (4.6-19) is solved to produce two roots xj and x2. These roots
are fractionalized with respect tc the total concentration and then the
particular root between zero and one is the root which corresponds to the
correct concentration of CO. Once the true CO concentration i known
equation 4.6-18 is used to evalute the true concentrations of the other
species, for example

CHz0 = C'Hp0 - C'co + X,

where the unprimed concentration is the true value and the primed
concentrations are the same incorrect values which were used to begin the
procedvure,
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4.7 QOverall Structures

The information given below outlines the methodology for advancing
the flow field in time. However, a number of comments need to be made.
First concerns the time step used in the calculations. 1ne algorithm
used in FLAG is semi-implicit, which means that the equations will diverge
if the time step is too large. Unfortunately, what is too large is not
known before hand. One way to make an estimate of the maximum time step
is to consider the equation written in a completely explicit form and do
a standard stability analysis, reference (12), to find the maximum stable
time step. However, one of the reasons for using an ‘implicit or
semi-implicit formulation is the ability to use time step large- than the
explicit time step and still have a stable solution. FLAG contains a
subroutine called NEWDT which attempts to optimize the time step so that
largest stable time step may be used. Unfortunately, NEWDT does not
calculate the theoretical maximum time step for an explicit formualtion
then adjust the time step on this basis. Rather, what is dcne is to look
at the percent change over a time step of the density and U and V
momentum densities. If the percentage change is less than 8% the time
step is increased to a user specified maximum. If the percentage change
of the major variable is greater than 8% the time step is decreased to
some user specified minimum.

Be sure to understand that the user supplies the time step to start
the calculations and the maximum and minimum time steps. Although FLAG
will vary the time step there is really nothing within the code which
prevents unstable time steps from being created and used. The
responsibility for avoiding this situation lies entirely with the user.
The code does, however, provide some information which may be helpful in
deciding what to do. A subroutire called UVWP calculates the right and
left hand sides of density, momentum, and energy equations and compares
the results. When the true flow field has been found the right and left

hand side of the equations must be equal. Conversely, if the correct
flow field has not been established the equations will not balance. It
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¥ is this imbalance which is calculated by UVWP. Again, it must be
emphasized that no control decisions within FLAG are based on this
information. If this information is used and how it is used is totally
the responsibility of the individual using the code.

One last word about the algorithm listed below. The major reason

for the way it is structured is that when a chemical reaction takes place
the enthalpy strongly influences the pressure, which of course drives the
; flow. The algorithm has thus been structured to provide the best
| estimates possible for the enthalpy. As can be seen this requires making
estimates of variables at time levels t+5§t/2, t+dt, and t+35t/2, which as
expected is a time consuming process. But the algorithm is locked into

the computer code. Thus, non reacting flows are evaluated in the same
way as reacting flows. Therefore, it should not be expected that the
total CPU time needed to solve a non reacting problem will be markedly
different than the CPU time required for a reacting flow. Keeping all
the points listed above in mind, the basic FLAG algorithm is now
presented. a5
(1) Initialize all fields, including prescribed inflow conditions. T
(2) Calculate individual gas species fluxes at t = t, + 8t, using the
gas velocity at t = t0 + &t and species concentrations at staggered time
leveis t = to + 1/2 8t and t = t, * 3/2 3t. The latter are the most
recently iterated values or extrapolated initial estimates. Calculate
temporary values for species concentrations at t = to + 3/28 t, using
concentrations at t = t0 + 1/25t, fluxes at t = to +5t, and PG species
sources at to + 1/2 8t, and assuming no gas phase reactions.

(3) Starting with the temporarty species concentrations at t = B 3/2%
t, as calculated in step (2), calculate the species concentrations
resulting after a time increment §t with gas phase reactions, assuming nu
fluxes or species sources from particles.

(4) By leapfrcgging around t = to + St (using the gas velocity at t = ty
+ &t to calculate the particle drag terms), update the particle
velocities and positions to to + 3/2 8t. This scheme is trapezoidal with

o -
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respect to particle positions and velocities when converged.

(5) Update particle termperature and composition. The particle =2nergy
equation includes radiation, conduction, and particle chemistry effects.
Particle chemistry uses gas concentrations C; at by * 3/2 8t as initial

conditions.

(6) Gas quantities and concentrations are interpolated to t = to + 1/25t
and t = t, + 5t and extrapolated to t = t, + 3/28t and t = t, + 2%t.

(7) Start inner gas iteration loop by averaging gas fields (G) between
old time ievel, at t = to + 1/2 5t, and most recently iterated or extra-
polated initial estimates at t = t, + 3/2 St to get the values at the
intermediate time, t = to +5t.

(8) Calculate the intermediate gas velocity by dividing the gas mass
flux calculated in (7) by the gas density.

(9) Calculate the turbulent eddy transfer coefficients, using a modified
Prandt] mixing length model.

(10) Calculate gas momentum and energy fluxes and pressure work terms at
the intermediate time, t = kL St, us‘ng the results from (7), (8), and
(9).

(11) Substitute the fluxes and pressure work terms (calculated in step
(10), and source~ from particles, gas phase chemistry, and radiation
(calculated in steps (3)-(5)) into the gas energy and momentum equations.
(12) Solve the coupled semi-implicit (compression wave terms) gas energy
and momentum equations for the new pressure, at t = to + 3/28¢t.

(13) Calculate the new gas mass flux components from the momentum
conservation equations, using the new pressure.

(14) Using the new gas mass flux components and the mass sources from the
particles, calculate the new gas density from the gas mass continuity
equation.

(15) Using the new pressure, density, and mean molecular weight fields,
calculate the new gas temperature from the equation of state.

(16) Return to step (7) if fewer than NLIM (a prescribed parameter) inner
iterations have been completed within the time step. NLIM = 2 or NLIM =
3 is used in practice.
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(17) Return to step (2) if fewer than MAXITF (a prescribed parameter)
time steps have been comp leted.
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Glossary
Diameter (m)
Gravitational acceleration (m/s?)
Convective heat transfer coefficient (W/M2-K)

Specific enthalpy (u/kg or J/mole when referring to
species i)

Mass transfer coefficient (m/s)
Turbulent mxing length (m)

Particle mass (kg)

Number density for particle A.
Particle number density

Radial space coordinate (m)

Mass source from particles (kg/m3-s)

Hetrogeneous chemical reaction rate of ith chemical spaces
(knel/m3-s)

Time (s)

Velocity in axial direction (m/s)
Velocity in radial direction (m/s)
Swirl velocity (m/s)

Axiai space coordinate (m)

Number density of nerticle type A

Number density of particle type B
speed of light (m/s)

coefficient of drag

Volume averaged cencentration of species i (kmo]/m3)
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Diameter (m)
Gravitational acceleration (m/sZ)

Convective heat transfer coefficient (W/MZ-K)

Specific enthalpy (J/kg or J/mole when referring to
species i)

Mass transfer coefficient (m/s)
Turbulent mxing length (m)
Particle mass (kg)

Number density for particle A.
Particle number density

Radial space coordinaie {m)

Mass source from particles {(kg/m3-s)

Heterogeneous chemical reaction rate of ith chemical spaces

(knol/m3-s)

Time (s)

Velocity in axial direction (m/s)
Velocity in radial direction (m/s)
Swirl velocity (m/s)

Axial space coordinate (m)

Number density of particle type A
Number density of particle type B
speed of light {m/s)
coefficient of drag

Volume averaged concentration of species i (kmol/m3)
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Specific neat at constant pressure (J/kg-K)
Specific neat at constant volume (J/kg-K)
Dimensioniess coefficients used in curve fit of drag data
Symbol of carbon monoxide

Symbo1 for carbon dioxide

Coefficient of diffusion (mZ/S)

Particle drag (N-s/m)

Tota! drag force (N)

Drag force in axial direction (N)

Drag force in radia) direction (N)

Drag force in swirl direction (N)

Gas heating rate (W/m3)

Specific enthalpy of gas component g (J/kmol)
Symbol for hydrogen

Symbol for water

Mass (kg)

Nusselt number = hd/x,

Pressure (N/m2)

Volume averaged pressure (N/mé)

Reference or base pressure (N/m2)

Gas constant (J/kmol1-K)

Reynolds number = fwd//x,

Distance between particle collisions (m)

Schmidt number =,U//.Z)

Sherwood no = 2 kgd/db
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Conductive heat transfer source (W/m3)

Production rate of species i (kmol/m3-s)

Radiation heat transfer source (W/m3)

Axial force per unit volume = Urp (N/m3)

Radial Force per unit volume = Vrp (N/m3)

Swirl force per unit volume = Wrgy (N/m3)

Temperature (K)

Volume average axial momentum density = U (kg/m2-s)
Relative velocity = (Vg - Vp) (m)

Volume averaged radial momentum density = V (kg/ml-s)
Final velocity of colliding particle (m/s)

Gas velocity (vector quantity: m/s)

e e e Al Y

Particle velocity (vector quantity: m/s)
Volume averaged swir) momentum density = W (ky/ml-s)
Carbon conversion function

Particle position (Vector quantity: m)

Inverse of gas density = 1/(ep) (m3/kq)
Ratio of specific heats = Cp/Cy
Pressure difference (P - Pg) (n/m?)

Volume average void fraction

Particle emissivity
Mean free patn between particle collisions (m)
Heat transfer coefficient (J/sec-m-K)

Absorption and scattering mean free path (m)
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Molecular viscosity

Reference value of molecular viscosity

Random numher

Gas density (kg/m3)

Yolume averaged gas density (kg/m3)
Stephen-8oltzmann constant (w/m2-k4)
Shrinking core function

Random number

Gas density times diffusion coefficient




Appendix I

The energy equation as used in FLAG is derived from a system

‘1 i} statement of the First Law of Thermodynamics for a simple compressible
‘r.‘ 3 d—:;
g substance. In terms of intensive properties the First Law is
[t -_.‘
fr‘ T
ﬁ da = de + Pdvw (A.1-1) i
g P .
1 L,h where .
o
23 9,= heat transfer s
¢ = internal energy
| v= specific volume = 1/p
’ P = pressure
.4 !
] al Additionally, the internal energy is taken as a function oy only the :
'g temrerature
i
[ ] de =C 4T (A.1-2)
where .
T = temperature i

= specific heat at constant volume,
function of temperature only

Equation (A.1-1) is converted to a rate form and the entire equation

is multiplied by pe where ¢is the void fraction. This produces

7

. ‘_.,-;,;

P€<CV dT L. Pdv ) = & (A.1-3) 5

dt dat )

| The right hand side of (A.1-3) is considered later, for the time being, 4{12
1 |

attention is focussed on the left hand side of the equation.
The next step in the process is to change from the Lagrangian to

) the Eulerian viewpoint. Equation (A.1-3) becomes

per<8._T_ +§7._V.T> - ng(B_g_,_VS?\f) - Q (A.1-4) l 3
at a
-98- ';;'
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C = gradient operator = &g .L_%5_ .L?_% )

Each of the terms within brackets will be changed in the same way. This

is accomplished as follows
e V(pVT) = c(a;l' V'%’T) T(aé —\7&57)> (A.1-5)
Y v Pl - TR

The last term in brackets on the right hand side is seen to be the continuity

equation. From Chapter II
Therefore

pe(%%' 4_-\7&7'1' = agpx_"l') +$-(p€-\7’l‘>— R (A.1-6)
ot

The second term in brackets in (A.1-4) may similarly be evaluated, and

then (A.1-4) may be written as

Cv(aeeTﬁ-(peVﬂ +P(8pe -lpeoV)| - QCTr, + Por,
* ¢ (A.1-7)

Noting that

sind C+R = C +(c-C) = C,

equation (A.1-7) is rewritten as

Cv(a_pg' +_\§-(p57ﬂ> L Pde ,PY-(eV) =
ot ot A




Now replace pr by (P/R) in the first term, expand and collect like terms.

Furthermore

and let

—

U =p€V
which allows equation (A.1-8) to be written as

P, RV-(TU)- (‘6‘_—0[(:2+CPTrm ~PV(V)
& € €

Now, consider

Y_?'-(QV)-_V'(pe_S/') = _77(@) .

; P

Substituting this into (A.1-10) creates

3P 4R 7-(T0) _ (‘6"-!)\?@_
3t € )

Now expand

and substitute this into equation (A.1-11) to get

P YR V.(T0) = @—_D \—Q +CoTr, S AT
c
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The quantity RT/P is replaced by lép and a quantity & is defined as
(A.1-13)

& = | /(pe)

and is substituted into the equation. Recalling equation (A.1-9), the

e

R term may be grouped to provide

P ¥RT. (TT)- QS‘_:[AMU TP +CTr, +csz]

ot € (A.1-14)

--!sf? €ﬁ§ < Ef (nifé 4-::?' j) 3P v v FE
€ 3t R\ R

The quantity R is the gas constant, therefore
MR LV.IR =0
ot

which also gives

e A.1-16
VIR = -3R . (Rale38
ot
This information is put int equation (A.1-14) to produce

Qi) _;_75_‘_2-6'(1_3) = (ii) &Q—G'_V’P 4_CPTrm+Q1
ot €

£
_¥P 3¢ , ¥P 2R
€ ot R ot

Equation (A.1-17) is the basic energy equation as used in FLAG. The last
step in creating the complete energy equation is to specify the heat trans-

fer terms which constitute 6.




There are four components of the heat transfer. Two of these
components are the radiation heat transfer between the various elements

inside the reactor, and the heat transfer between the particles and

the gas. These are specified as SRAD and SCOND respectively, and are

given in detail in section 4.3. The third source of heat transfer is
the conduction heat transfer through out the gas. This is given by

Fourier's Law of Conduction as

(T aT\ 4 La/rlM3T
a}c(r 5y.> . ra—r‘(r & i

The last component of the heat Transfer is due to the energy released
during a chemical reaction. Since there are a number of reactions going

on at the same time, this component is the summation of all the reactions.

ZB(MCQ (A.1-19)
&t

Substituting the above terms into equation (A.1-17) produces the energy

equation as given in Chapter II.

a_P;A_R—‘V'-(-rU> = (&= [&eU-‘GP + Gy,
2 € €
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Appendix I1I

Ty W

Listed below are the finite difference approximations for the
various terms on the momentum and energy equations. It should be
firmly kept in mind that these equations may appear substantially
different within FLAG because they were transformed to be consistent
with the philosophy of coding style used. Nevertheless, the
equations within FLAG started with the approximations given below.

il B .

A1l of the terms in the finite difference approximations are
averaged in one way or another. The three possible averages are:

PO VAT

nal

Time average :& = (A(b) 4—A" )
L

2

X-space average (A.2-2}

<A >Lj = (A L'!-;ﬁg‘s_;AC-yz,é

y-space average (A.2-3)
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Energy equation reformated in terms and pressure - Main equation in FLOW
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RHS = QUTe| + 1 3(rVTe)
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The formal development of equation A-14 produces a large number
of terms in RHS. However, as explained in Chapter IV all the terms
except the two listed above have been dropped from the equation.
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